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Abstract

A new algorithm, optimized land surface temperature andssivity retrieval (OL-
STER), is presented to compensate for atmospheric effedtsetieve land surface tem-
perature (LST) and emissivity from airborne thermal indchihyperspectral data. The
OLSTER algorithm is designed to retrieve properties of baitural and man-made ma-
terials. Multi-directional or multi-temporal observat®are not required, and the scenes
do not have to be dominated by blackbody features.

The OLSTER algorithm consists of a preprocessing stepgeaative search for near-
blackbody pixels, and an iterative constrained optimiatoop. The preprocessing step
provides initial estimates of LST per pixel and the atmosighparameters of trans-
mittance and upwelling radiance for the entire image. Bixkat are under- or over-
compensated by the estimated atmospheric parametersaasdfield as near-blackbody
and lower emissivity pixels, respectively. A constraingtimization of the atmospheric
parameters using generalized reduced gradients on theblae&body pixels ensures
physical results. The downwelling radiance is estimatednfthe upwelling radiance

by applying a look-up table of coefficients based on a polyiabnegression of radiative



transfer model runs for the same sensor altitude. The LSTeamdsivity per pixel are
retrieved simultaneously using the well established ISSakgorithm.

The OLSTER algorithm retrieves land surface temperatuidswabout+ 1.0 K,
and emissivities within about 0.01 based on numerical simulation and validation work
comparing results from sensor data with ground truth measents. The OLSTER al-
gorithm is currently one of only a few algorithms availatilathave been documented to
retrieve accurate land surface temperatures and absahdesurface spectral emissivities

from passive airborne hyperspectral LWIR sensor imagery.
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Chapter 1

| ntroduction

The retrieval of land surface temperature (LST) and lanthsaremissivity (LSE) from
airborne passive hyperspectral sensors for the purposedéiping LST, LSE, and ma-
terial classification maps is an ongoing area of researchmote sensing. Remote sens-
ing allows for measurements of surface temperature on anmabor global scale. An
airborne sensor measures the surface-leaving radiancaéiedday the atmosphere in dif-
ferent spectral channels. The surface parameter retuseal the thermal infrared (TIR)
spectral region, which contains useful information abbetemissive and thermal prop-
erties of the land surface. A desirable goal is to retrievé kd&sbetter than 1 K, and LSE
values to withint 0.01.

LST retrieval is a difficult problem compared to retrievingassurface temperatures
(SST). The variable emissivity of the land presents certifiiculties. There are also
problems associated with making a representative measuteshthe land surface tem-
perature. Daytime surface temperatures can vary by more& in just a few cen-
timeters, and on a sunny afternoon temperatures can chgmgere than 1 K in less than

a minute (Prata et al., 1995).
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LST is an important parameter for modeling surface-atmesplprocesses such as
energy transfer. It is an indication of the equilibrium timexdynamic state resulting from
the energy balance of the fluxes between the atmospheracsudnd the subsurface soill
(Schmugge et al., 2002). The LST distribution can be usea@s ifor modeling and
predicting climate change at various scales and can prevadastraint on model predic-
tions. LST applications in environmental studies includge ¢nergy and water exchange
between the atmosphere and the surface, vegetation mogitond discrimination, frost
detection and forecasting, monitoring water-stress ipgrand evapotranspiration. LST
is sensitive to vegetation and soil moisture, and can be tasdetect long-term land sur-
face changes (Dash et al., 2002). One of the most importaanpal applications of LST
retrieved from satellite data is to validate and improveoglaneteorological models (Wan
et al., 2002).

LSE contains information about the structure and compmsibf the Earth’s surface.
The LSE gives the efficiency of the surface for transmittimg tadiant energy into the at-
mosphere. LSE depends on the composition, surface rougyhenes physical parameters
of the surface, such as moisture content. In addition, thisswity generally will vary
with wavelength for natural surfaces (Schmugge et al., 20Q3E provides useful in-
formation for geological studies because silicate matemarocks and soils have various
spectral shapes in emissivity (Tonooka, 2001). In the 8 tarh2atmospheric window,
mineral groups such as silicates, carbonates, sulfatdsplamsphates have spectral fea-
tures related to the fundamental vibrational frequencidisesr interatomic bonds. These
features are known as reststrahlen bands, and can be ushtifyi a mineral sample.
LSE also can be used to discriminate senescent vegetatiam €¥\al., 2002). Estimation
of emissivity is trivial for heavily vegetated surfacescgrithe emissivity is relatively uni-

form and close to one. For arid lands with sparse vegetatiemroblem is more difficult
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because the emissivity of the exposed soils and rocks isyhighiable (Schmugge et al.,
2002). Lack of knowledge of LSE introduces an LST error, \uttan be defined as the
difference of LST retrieved at the actual LSE and atl. For a LSE of 0.98 and a ground
height of 0 km, the error on the LST retrieved using a sindgilarmel method ranges from
0.2 K to 1.2 K for mid-latitude summer and from 0.8 K to 1.4 K faid-latitude winter
conditions (Dash et al., 2002). The LST error increases égitreasing emissivities, e.g.
for e = 0.93 and a ground height of 0.5 km the LST error ranges fr@Kao 3.4 K for
mid-latitude summer and from 2.8 K to 4.8 K for mid-latitudenter (Dash et al., 2002).
Methods for LSE determination either aim for relative or@bt emissivity. The rela-
tive methods retrieve the spectral shape/ratio of emigssyiwhile the absolute methods
depend on critical assumptions (Dash et al., 2002).

The radiative energy emitted by the Earth’s surface intsradth the atmosphere.
In the TIR region (8 to 14um), the interactions consist mainly of absorption and re-
emission by the atmospheric gases. The absorbing gaseslénalater vapor (kD),
carbon dioxide (C@), ozone (Q), CFCs, and aerosols (Prata et al., 1995). Water vapor
is the principal absorber for these wavelengths. Othergyaseh as ionospheric;@nd
CO,, vary slowly. CQ is evenly distributed in the atmosphere, and tropospheficsO
of local importance only (Dash et al., 2002). The effect oédixgases can be considered
as constant at a global scale and small compared to the wagter effect (Prata et al.,
1995). In the case of clear-sky conditions, aerosol absurgind scattering is negligible
and generally ignored (Prata et al., 1995). The transnmisstoresponding to aerosol
absorption and scattering in the TIR is in the range of 0.98,Qunless volcanic eruptions
strongly change the aerosol distribution.

Temperature and water vapor profiles in the atmosphere areritical parameters

for estimating the total atmospheric absorption and rahafl he size of the atmospheric
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effects varies both with the water vapor content and theacarprofiles of temperature
and pressure (Prata et al., 1995). The distributions of ézatpre and radiatively active
gases in the atmosphere control atmospheric absorptionadietion. The distributions
can vary significantly with time and location (Gu et al., 2R00

The absorption by water vapor is due to the absorption lindsaéso due to the contin-
uum. The water vapor continuum is probably due to the effefctise far wings of strong
absorption lines and to the presence of water vapor dimef®)Hor polymers (Prata
et al., 1995). Water vapor is largely concentrated nearuhase-atmosphere boundaries
(Gu et al., 2000).

The atmospheric transmittances vary with the total watppramount (Prata et al.,
1995). Typical values of the transmittance due to water vagxy from about 0.95 for dry
atmospheres to 0.3-0.4 for humid atmospheres. This is dtreet@rge variability of the
total column of water vapor and the strong dependence onditynoif the continuum ab-
sorption mechanism (Prata et al., 1995). Water vapor islpotixed and varies on short
time-scales (Dash et al., 2002). Radiosondes are usefubflecting the temperature and
water-vapor profiles and other information about the sthteeatmosphere (Dash et al.,
2002). However, radiosonde data is only applicable wheolaymized with the imaging
sensor in location and time.

The estimation of the surface-leaving radiance from theeatsor radiance of an air-
borne sensor requires atmospheric compensation. Thecstlgaving radiance, also re-
ferred to as the at-surface radiance, includes the sudattted radiance and the surface-
reflected downwelling radiance. In order to retrieve thdasie temperature and emissiv-
ity from the surface-leaving radiance, a separation of thiéase emissivity and surface
temperature terms is required. A warm, humid atmosphenesepts a difficult case

for the general temperature/emissivity separation (TESPlpm due to the low atmo-
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spheric transmittance and high atmospheric emissiontsfflmgram and Muse, 2001).
The at-sensor radiance for a cold surface under a warm atrapsps dominated by the
upwelling radiance and reflected downwelling radianceoisrin the atmospheric com-
pensation spectra will be amplified for these difficult caidis.

A problem is properly posed if the solution satisfies thedielhg requirements: (1)
the solution must exist (existence); (2) the solution mestbiquely determined by the
data (uniqueness); and (3) the solution must depend canishyion the data (stability)
(Liang, 2000). The TES problem is ill-posed because a samgbrN spectral channels
hasN values of spectral radiance with+1 unknownsN emissivities (one per channel)
plus one surface temperature (Li et al., 1999). There is nguagnsolution unless addi-
tional independent information is added to constrain theaadegree of freedom (Li et al.,
1999).

Additional information comes from measurements, such amidity data and ra-
diosonde data, the use of empirical equations, and phylgieiéé on the solution. This
has led to the development of algorithms that differ aceggydd the assumptions that
they make (Schmugge et al., 2002). Many atmospheric comaiensalgorithms ignore
surface-emissivity, or assign a constant value of emigstai all pixels in the dataset.
This may not be a realistic approximation for natural suefac

In addition to being underdetermined, the radiative transfjuation (RTE) is also
nonlinear. The main sources of the nonlinearity in the RT& &) the temperature de-
pendence of the atmospheric transmission, 2) the depeadétransmission on absorber
concentration, 3) temperature dependence of the Plancktidmn 4) wavelength depen-
dence of the Planck function across a spectral band, 5) wagti dependence of the
Planck function between spectral bands, and 6) nonlinesstaints (Wan and Li, 1997).

The approach in this research uses an optimization loop anstraint functions to
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overcome the ill-posed retrieval problem. The algorithrocamts for downwelling radi-
ance, and can be applied to both man-made and natural ssirfaneillary data such as
a radiosonde profile are not required. The next section tescthe specific goals of the

research and of the LST/LSE retrieval algorithm.

1.1 Objectives

The goal of this research is to develop and test an algorithatiospheric compensation
and surface parameter retrieval of land surface temperatud land surface emissivity
using airborne hyperspectral TIR radiance imagery. Theetkaccuracy is a temperature
estimation withint= 1 K and retrieved emissivity values within 0.01.

The approach is a hybrid algorithm using data-driven methaad physics-based
modeling. The atmospheric compensation accounts for deNimg radiance. An op-
timization approach is used to ensure physical results@ndriimize the impact of non-
unique and unstable solutions due to sensor noise andctstifBmpirical relationships
are avoided where possible, and surface materials aremitedi to natural objects or to
materials from a database. Ancillary sounding data is rptired, and image registration
issues associated with multi-directional and multi-terapmethods are avoided.

A sensitivity analysis of the model parameters, such asosersse and altitude, is
used to determine the strengths and weaknesses of theabtigorithm, as well as for
providing insight for improvements. Validation of the apach was performed using sen-
sor data with corresponding ground truth measurements.[tiRé&xm a comparison with
other algorithms in the literature are also presented. Exechapter provides a review of
the governing equations and current algorithms availadme@tfmospheric compensation

and temperature and emissivity separation.



Chapter 2

Background

The temperature measured by a radiometer (radiometricaeanpe) is proportional to
the temperature measured by a thermometer (thermodynampetature) for homoge-
neous isothermal surfaces (Dash et al., 2002). In certa@@sgdt is not possible to com-
pare the thermodynamic temperature with the radiometnpegature. The land surface
is composed of different materials with various geomettiieg complicate radiometric
temperature estimation (Dash et al., 2002). When a radiarietmperature measure-
ment is made over inhomogeneous or structured surfacekdhton of the point mea-
surement for thermodynamic temperature is not clearly ddfiRadiometric temperature
measurements are more useful than thermodynamic tempesdtw estimating the tem-
perature of complex surfaces such as vegetation canoptes. émissivity of the surface
is unknown, then the radiometric temperature will not beusate.

In remote sensing, land surface temperature (LST) is defisatie ensemble direc-
tional radiometric surface temperature correspondingeartstantaneous field-of-view of
the sensor (Norman and Becker, 1995). The ensemble repgdbkeriulk contribution of

an inhomogeneous pixel. LST depends on the distributiorraperature and emissivity



2.1 Governing Equations 26

within a pixel, the spectral channel of measurement, andidweing angle.
The directional emissivity for opaque objects at thermalildzrium at a specific

wavelength )\, is related to the hemispherical-directional reflectanc&iochhoff's Law
5(97¢7)\) = 1_T(9a ¢7 >‘)7 (21)

whered is the zenith angle and is the azimuth angle (Norman and Becker, 1995). The

hemispherical emissivity for a wavelength band then defined as

1 2 pw/2
g = —/ / g; (0, ¢)sin 6 cos 0 df de. (2.2)
T™Jo Jo

The land surface emissivity (LSE) can be approximated visghbihemispherical thermal

reflectance using

and assuming a Lambertian surface and ¢haaries only slightly with wavelength (Nor-

man and Becker, 1995).

2.1 Governing Equations

The spectral radiance emitted by a blackbody surface isecklta its temperature by the

Planck function —%—),

m2 sr pum

Ch 1
A (CaAT — 1

Lbb(Tv )‘) = (24)
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where
Cy = 3.74151 x 107 (Wm?) = 2rhc?  first radiation constant;
Cy =0.0143879(m K) = he/k second radiation constant;
A(pm) wavelength;
T(K) temperature;
h = 6.626076 x 1073(Js) Planck’s constant;
c = 2.99792458 x 108(m/s) speed of light;
k = 1.380658 x 1073(J/K) Boltzmann'’s constant.

Given a blackbody radiance measurement, equation 2.4 cswiNe for a brightness

temperature vector, defined as

Cy

T (Lpp, \) = .
A (560 +1)

(2.5)

The brightness temperature is the equivalent temperagqrered for a blackbody to emit
a given radiance and is a function of wavelength.
The at-sensor radiance for an image pixel is given by theat@ditransfer equation
(RTE) (Dash et al., 2002),
Ps A2 dT

A2
Li - fi()‘)g()‘)Lbb<Tsa )\)7'()\) dA + / fi()\)Lbb(Tp, )\)d— d\ dp
A1 p=0 J A1 p

21 /2 2 _
. / /A L= ¢ AV La(r, 8, 6)7(A) cos Bsin 6 dA d de,(2.6)
g= M T

0J60=0
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where

7 channe]
fi normalized channel response functton
0 zenith angle

0] azimuth angle

A1, Ao spectral range of the channel
Lyg downwelling radiance
D, Ps pressure, and pressure at the surface
T, T, surface temperature and air temperature at pressure p.

The first term in the RTE is the radiance emitted by the surfdee second term is
the upwelling radiance from the atmosphere, and the last terthe surface reflected
radiance. In the thermal infrared, the RTE assumes thattthesphere is at local ther-
modynamic equilibrium, that the surface is Lambertian, Hrat there is no scattering
(Dash et al., 2002). The RTE can be simplified by writing theniek function for a given
channel as R

L) = [ HOI(T. 0 27)
1

The downward hemispherical irradiance is given by

2m w/2
Ef = / / La(\) cos @sin 6 d6 do. (2.8)
=0 J =0

After integrating over the channel response and applyiegriban value theorem for

integrals, the RTE can be expressed as equations 2.9 and 2.10
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l—¢
Lobsj = 5iTi(9>Lbb,i<Ts) + LUJ(Q) + - c Ti(H)E}lwm_i, (29)
Lobs-i = 5iTi(9)Lbb_i(Ts) + Lu_z(e) + (1 — 5i)Ti(9>Ld_i- (210)
The surface-leaving radiance here is defined as
Laursi(x) = &i(x) Lips(To(2)) + [1 — &i(2)] Lai(x), (2.11)

wherez is pixel location. The at-sensor observed spectral radiamenodeled by the
modified RTE,
Lobs,i(l') = Lsurf,i<m>7—i(~r) + Lu,z'(l‘)7 (212)

wherer;(z) is the atmospheric transmittance along the sensor’s lirgggbit (LOS) and
L, i(z) is the upwelling atmospheric radiance along the LOS. Bottatgus 2.11 and

2.12 assume that there are no mixed pixels in the TIR data.

2.2 Algorithmsin theliterature

The following is a brief review of the algorithms in the litdure. These algorithms ad-
dress specific retrieval problems such as atmospheric amsapien and temperature/emissivity
separation, and some address both as an end-to-end solgtoh algorithm has its ad-
vantages and disadvantages, mostly based on the assusnpidate to overcome the ill-

posed nature of the surface parameter retrieval problem.
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2.2.1 In-Scene Atmospheric Compensation

The In-Scene Atmospheric Compensation (ISAC) algorithm (¢goet al., 2002) esti-
mates the relative atmospheric transmittance and upwebidiance spectra directly from
the TIR image data. The relative atmospheric transmittandeupwelling radiance spec-
tra are scaled to absolute values using the transmittarcce@melling radiance from a
radiative transfer model at a reference channel. The madigtinsfer equation can be lin-
earized by assuming blackbody features in the TIR imageh W/t \) ~ 1, the surface-
leaving radiance can be approximated/as.;(z,\) ~ Lu(T(x), ). The blackbody
assumption effectively means that ISAC ignores downwglfadiance.

ISAC assumes that the atmosphere is spatially uniform dvesénsor’s field of view
(FOV). After substituting the approximate surface-legvinadiance into equation 2.12
and removing the spatial dependence of the atmospherienpéees, the RTE for the

ISAC algorithm can be defined as
LobS()‘) = T<)\)Lbb(T7 )\> + Lu()‘) (213)

The steps in the ISAC algorithm are given in Table 2.1. Theé $iep converts the ob-
served radiance at the sensor to brightness temperatugetusi inverse Planck function,
implemented as a numerical version of equation 2.5 overehe® bandpass. The un-
compensated observed radiance spectrum plotted as l@ggtemperature per pixel will
exhibit spectral structure caused by the atmosphere afacsuspectral emissivity. It is
likely that at),,,, the wavelength where the maximum brightness temperata@®for a
given pixel,e(\,,) andr(\,,) are close to unity, and, (A, ) is close to zero (Young et al.,
2002). A common reference channel for all pixels, is selected to avoid inconsistencies

in the definition of the atmospheric compensation pararsefne spectral channel with
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Table 2.1: ISAC algorithm

Hw

Compute the brightness temperature spectrum

per pixel,Ts(Lops(z, A), A).

Select a reference channkl, defined as the spectral channel with
the most maximum brightness temperatures.

Estimatel,(z) per pixel usingls (Lops (2, Ar), Ay ).

Compute the Planck radiance per pixehs(T5(z), \).

Estimate the'(\) and L, ()\) spectra WithL,,,(\) versusLzz()\)
linear regressions fitted to the top of each scatter ploh wit

7(\) = slope, and_, (\) = intercept. Only the pixels with a maximum
brightness temperature at are included in the scatter plot.

The relative atmospheric spectra are scaled to absqatéra

using the 11.7:m water absorption band.

Fit a line to the top of a scatter plot of the mean water band
absorptance versus the total mean band radiance, and search
MODTRAN LUT for a match on band averages and

rescaler(\) and L, ().
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Figure 2.1: An illustration of a scatter plot of the observadiance versus Planck radi-
ance per wavelength used to estimate the atmospheric parsni@orel, 2003)

the most occurrences of, is defined as\,.

The surface temperatu@(x) per pixel is estimated usingz(Ls(x, ), A,), and
the Planck radiance per pixel is approximatedby; (7, (), \). A scatter plot of the ob-
served radiance versus the estimated Planck radianceaigedr®r each spectral channel
using only the “most-hits” pixels wherkg,, = .. An illustration of the observed radiance
versus estimated Planck radiance scatter plot is showrgur&2.1. Limiting the scatter
plot to the “most-hits” pixels is required because it is ploiesfor low emissivity pixels
to lie above the expected location of blackbody pixels inupper edge of the cluster in
the scatter plots due to a biased estimat&,¢f) that underestimates the Planck radiance
(Young et al., 2002).

The#()\) and L, ()\) values are estimated as the slope and intercept of the liad fit
to the points in the scatter plot for each spectral channie¢ &timated-(\) and L, ()
atmospheric compensation spectra may be unphysical, iaBpetith negative values

for the estimated upwelling radiance and values higher timenfor the estimated atmo-
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spheric transmittance. The unphysical values for theivelabmpensation spectra are the
result of errors in the estimatéd(z) and Lps(Ts(z), ) caused by values af \,) < 1,
T(Ar) < 1,andL,(A,) > 0.

There are three empirical methods available for rescalegesstimated relative at-
mospheric spectra based on radiative transfer modelingecdtmosphere. One method
uses radiosonde data as input into MODTRAN and adijtist and L, (\) to match the
MODTRAN transmittance and radiance at a specific wavelengtternatively, generic
atmospheric profiles can be used instead of radiosonde da@ther method uses the
11.7 um water absorption band. The line averages of transmittandeupwelling radi-
ance describing the effect of line absorption in the watedka obtained by a line fit to a
scatter plot of the average radiance depression due toldsejation versus the total mean
band radiance for all pixels. The line averages of tranamd and upwelling radiance is
related to the band averages of the total transmission andllipg radiance by searching
a table of MODTRAN calculated line, continuum, and total sia@ittance spectra, as well
as total upwelling radiance. The MODTRAN calculations védmy temperature and water
vapor concentration in US 1976 standard model by a fact@rofYoung et al., 2002).

The ISAC algorithm avoids the direct use of spectra fromataek transfer codes as
the atmospheric compensation spectra. The data-drivenagpused by the ISAC algo-
rithm has the advantage of being insensitive to errors irsémsor’s spectral calibration.
Spectral miscalibration issues can amplify instead of ielate the atmospheric effects,
resulting in unsmooth brightness temperature and emigsipectra (Young et al., 2002).

The linearization of the RTE requires that the scenes be mhted by blackbody
features such as water or vegetation. In addition, a spreadrface temperatures is also
required to avoid a noisy regression of the atmospheric emsgtion spectra. ISAC does

not account for the reflected downwelling atmospheric racka
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2.2.2 Autonomous Atmospheric Compensation

The Autonomous Atmospheric Compensation (AAC) algorithm @bal., 2000), uses
the 11.73um water absorption band to calculate two index parameteggtransmittance
ratio and the upwelling radiance difference between tlengtand weak absorption chan-
nels. The index parameters are then used to estimate thegteric transmittance and
upwelling radiance spectra for separating the atmosplaenicsurface radiation. AAC
uses the image data near the water band as input for theivadiansfer model. The
assumptions in AAC include a spatially homogenous localoafrthere over a spatially
variable land surface and that the surface-leaving radiapectra are smoother than the
atmospheric radiation and absorption spectra.
The ratio of the surface-leaving radiance at wavelengthand )\, is a result of rear-

ranging equation 2.12 to give,

LSUTf('Iu )‘1) T(SL’, >\1) obs( >\1) _Lu(xy)\l)

Lops(x
= - : 2.14
Louns (2 00) 7(230) — Lops s o) — Lu(a a) (2.14)
Solving for the at-sensor observed radiancg;ajives
Lgurr(x, N\) 7(2, A
Lobs(xa)\l) :L fgl' )\1§7_ 1)Lobs(x7 /\2) +LU(I7>\1)
surf\dy, A2 (215)

. Lsurf(xa )\1 T(ﬁ, )\1)
A

When the wavelength’s; and )\, are close to each other, with one of the wavelengths in an
atmospheric absorption band and the other outside the bandurface-leaving radiance
difference between; and\; can be small and neglected compared to the difference for
ther andL, variables (Gu et al., 2000). The and\, are relabeled as, and\,,, with A

as the center wavelength in a strong absorption band\and a weak absorption band.
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Emissivity

Wavelength (um)

Figure 2.2: Emissivity spectra from the ASTER spectraldilgr The emissivity values
are relatively close to one with less spectral variabiliganthe 11.73;m water band
compared to other wavelengths (Gu et al., 2000).

The 11.73um water absorption band, where the emissivity of most nhtnaterials are
smooth and close to unity, is used in the AAC algorithm. Annegke for various natural

surface materials is shown in Figure 2.2.

Neglecting the surface-leaving radiance difference alabeting\; and ), as\, and

Aw, €quation 2.15 now becomes

T(x, A,

. :) ——— Lops (0, Ay) + Lo(, Ag)

w) (2.16)

 As)
3 )L (T, Ay).

Lobs (37; )\s) \
T(x
7(z,

The atmospheric index parameters transmittance ratip &énd path radiance difference
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Table 2.2: AAC algorithm

1. Define the weak and strong absorption channels.
2. Run radiative transfer models to derive the coefficienty.C(
3. Divide the image into pixel blocks. The atmosphere is mEgzlto be

spatially homogeneous in each block.
4. For each pixel block, estimate Tr and Pd with equation.2.18
For each pixel block, estimat¢)) and L, (\) with equation 2.19.
Compensate each pixel block for the atmosphere.

2

(Pd) measure the strength of the 11,43 water absorption band, and are defined as

_ T(I7 AS)
Tr = () (2.17a)
Pd = L,(z,\s) — TrL,(x, \w). (2.17b)

The linear regression model becomes
Lops(x, As) = Tr Lops(x, \yy) + Pd. (2.18)

An empirical function used to solve for atmospheric trarisance and path radiance

spectra using Tr and Pd is given by

Cy(NTF Pdi™, (2.19)

3 3
=1

y(A):Z'

i=1 j

wherey is either transmittance or upwelling radiance &Hd ) are wavelength-dependent
coefficients. The steps in the AAC algorithm are given in &hP.
The AAC algorithm requires that the surface materials hasaoth and high emis-

sivity near the water absorption band. In general, thisrapsion works well for most
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natural surfaces. The downwelling radiance is ignored irCAAnother source of error
in applying the AAC algorithm is the uncertainty in the instrent’s spectral calibration.
The radiative transfer model spectra require a resampfittginstrument spectra which
are used directly as the atmospheric compensation spe&trarror in the spectral lo-

cation, bandwidth and filter shape of the sensor will resukfirors in the atmospheric
compensation. In general, the AAC spectra results are nsta®th as the results ob-

tained from the ISAC algorithm.

223 ASTER’STES

The temperature/emissivity separation (TES) algoritheigiesd for the Advanced Space-
borne Thermal Emission and Reflection Radiometer (ASTER) thkemifrared (TIR)
scanner aboard NASA's Earth Observing System, Terra (E®3)Aproduces land sur-
face temperature and emissivity images (Gillespie et 888). ASTER has five bands in
the TIR window. The input images for the TES algorithm ardae-leaving radiance,
already compensated for atmospheric transmittance aneéllipgvradiance, and down-
welling radiance from the ASTER standard product AST09. TES algorithm consists
of three modules that are adapted from previous temperahdemissivity techniques.
The first module is the normalized emissivity method (NEM)ed to estimate emissivi-
ties, iteratively remove reflected downwelling radiance astimate surface temperatures
by assuming a maximum emissivity value. The ratio module (Redlculates emissiv-
ity ratios using the NEM temperatures. These emissivitysaicalleds spectra by the
TES authors, resemble the shape of the actual emissivitiesdl the amplitude. The
amplitude is estimated in the maximum-minimum relative ssmity difference (MMD)
module by using an empirical relationship between the mimmemissivity and the emis-

sivity’s maximum-minimum difference for a library of lakaiory reflectance spectra con-
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Figure 2.3: TES algorithm (Gillespie et al., 1998)

verted to equivalent emissivity (Gillespie et al., 1998heTMMD algorithm is similar
to the alpha-derived emissivity method (ADE), which usempirical relationship be-
tween the mean emissivity and the variance of the alphauakemissivities instead. A
flowchart of the TES algorithm is shown in Figure 2.3.

The maximum emissivitys,,.., in the NEM module is assumed to be 0.99 (Gille-
spie et al., 1998). The surface-emitted radiari¢gs, \), is estimated by subtracting the

reflected downwelling radiance from the surface-leavirtjanace,

R(z, ) = (@, \) Lpp(T' (), ) = Lours(x, A) — (1 — £naw) Lal, N). (2.20)

The NEM temperature](z), is defined as the maximum brightness temperature over

all bands. The NEM temperature is used to calculate the epp&fEM emissivity by
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dividing the surface-leaving radiance by the blackbodyanack at7(z),

R(x, \)

en(z,\) = T (TN (Tséx), N

(2.21)

The estimated surface-emitted radianBéz, \), is updated by replacing the maximum

assumed emissivity with the apparent NEM emissivity,
R(xz,\) = Lgys(x,A) — (1 —en(z, ) La(x, A). (2.22)

The NEM module iteratively removes the reflected downwglliradiance by refining
its estimates of emissivity and temperature. The iteratontinue until the change in
R(z, ) is less than some threshold or the number of iterations escaémit.

The ratio module of TES simply computes the relative emigsig(x, \), by dividing
each NEM emissivity by its average. The last step is the MMDRiotk® which scales the
B(x, ) relative emissivities to absolute emissivities. An engaifirelationship predicts
the minimum emissivitys min, from the maximum-minimum relative emissivity difference
(MMD),

MMD (z) = 3(x, A) |maz —B(x, A) |min, (2.23)

and estimates the absolute emissivity with

e(z,\) = B(z,\) (ﬁ) . (2.24)

The enin and MMD relationship was established using a library of 8flatory re-
flectance spectra of rocks, soils, vegetation, snow andr@ikespie et al., 1998). The
reflectance spectra were converted to equivalent emigbiyiKirchhoff’s law and resam-

pled with the ASTER sensor response. Thendfg data from the library were plotted
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Figure 2.4: MMD and minimum emissivity relationship (G8lge et al., 1998)

versus the MMD values, shown in Figure 2.4. The relationgbilpws an empirical
power law,

Emin = 0.994 — 0.687 x M M D ™7, (2.25)

Minimum emissivity is used in the TES algorithm as opposethéomean emissivity due
to a higher correlation and less scatter about the regrebse MMD is used to measure
spectral complexity due to its simplicity, although usirgrignce reduces sensitivity to
measurement error for near-blackbody surfaces (Gillespad., 1998). The,, versus
MMD regression generally works well for natural surfacel/on

The TES algorithm is designed to recover temperatures tamit.5 K and emissivi-
ties to 0.015 (Gillespie et al., 1998). The performance efi&S algorithm in general is
related to the scatter about thg, - MMD regression line and the input surface-leaving
radiance compensated for the atmospheric transmittargteigelling radiance. The
NEM module requires more iterations for the apparent enitgdio converge for lower

emissivity surfaces, and may even diverge with each itmmatiThe emissivities never
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converge for a low emissivity surface if the sky and groundgeratures are the same
(Gillespie et al., 1998).

2.2.4 |SSTESand ARTEMISS

The iterative spectrally smooth temperature-emissividgagation (ISSTES) algorithm
(Borel, 1998) retrieves emissivity spectra based on thetsplestnmoothness assumption.
The surface emissivity spectrum of solids is comparatigetpother than the emissivity
spectra of atmospheric gases in the TIR window. The spde@ilires of solids are usu-
ally wider than for gases. The width of a spectral featureveisely proportional to the
lifetimes of excited states. Solids have short lifetimesduse the excited states are easily
disrupted by thermal motions in the lattice crystal. Gasa®honger lifetimes of excited
states with their isolated molecules, and have narrowetisgideatures than solids. This
approach requires the use of hyperspectral sensors toedbel spectral features.

The ISSTES algorithm creates an ensemble of estimatedieityispectra by varying
the surface temperature over a small range about an estireatgerature. An example
of the ensemble of emissivity spectra is shown in Figure Zte emissivity for a given

pixel is defined as
8( ) _ Lobs ()‘) _Lu()‘> _T(A)Ld()‘)
T(A) Loy (A, Ts) — 7 (A) Lg ()

(2.26)

The temperature that produces the smoothest emissiviggrspeis chosen as the surface
temperature estimate. Adjusting the temperature in eguéi26 effectively balances

the atmospheric emission lines in the upwelling radiandé e emission lines in the

downwelling radiance (Bower et al., 1999). A measure of spésimoothness, S, is

defined by

1 2
€1+ & + €1
;:2 {6 3 } (2.27)
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Figure 2.5: The ISSTES algorithm estimates the surfacedeatyre based on the spectral
smoothness of the retrieved emissivity. (Ingram and MuBe1}p

wherei is the spectral channel (Ingram and Muse, 2001). The ISSTgefsithm attempts
to minimize the smoothness measure by varying the temperatu

An evaluation of the sensitivity of the ISSTES algorithm kgaxithmic and measure-
ment errors is available in the literature (Ingram and M2€€1). A general error model
was used to quantify algorithmic, measurement, and pasreetor. The vectorX and
Y are the temperature and emissivity state vector and thevauasspectral radiance vec-

tor, respectively, and are defined as

, (2.28)
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and Y = . (2.29)

L,

The forward model of the radiative transfer equation is timection Fy,, whereb is a

vector of the atmospheric compensation parameters,
F, X)=Y. (2.30)

An approximate inverseG;, to the forward model inverts a noisy observed radiance
vectorY + 7 to an estimated temperature and emissivity ve&tpwhereb is a vector of

estimated atmospheric compensation parameterg athe measurement error,

A

Gy (Y +1) =X (2.31)

The estimated temperature and emissivity error is given by

A~

X - X =Gy (Fp (X) +17) - X. (2.32)

After adding zero to the right-hand side of equation 2[82,(F}, (X)) — Gy, (Fp, (X))]
and[Gy, (Fy (X) + 1) — Gy, (Fy, (X) +1)]), and rearranging the terms, the general error
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model defined in terms of algorithmic, measurement, andnpater error is written as

X - X =[Gy (Fp, (X)) = X] +
... algorithmic error

(G (Fb (X) + 1) — Gy (Fp (X))] + (2.33)
. measurement error

(G (Fb (X) +1) = Gp (Fi, (X) +1)]

... parameter error

The algorithmic error for ISSTES is the retrieval error fadiance measurements and
atmospheric parameters that are error-free. The measatemer is the retrieval error
due to the observed radiance with added noise. The paragretelis the retrieval error
due to the estimated atmospheric compensation paranetensi measurement noise.
The sensitivity of the ISSTES algorithm has only been evallifor the algorithmic and
the measurement error in the literature (Ingram and Mug@l 20

The source of the algorithmic error is the smoothness assompThe ISSTES al-
gorithm was applied to 246 emissivity spectra from the Jdthmgkins University (JHU)
spectral library resampled for a SEBASS sensor. Only onemaéta marble/limestone
sample, was found to have a significant algorithmic error.d83 for temperature and
a maximum emissivity error of 0.086 (Ingram and Muse, 200A)histogram of the
algorithmic error for temperature versus altitude is shawfigure 2.6, and for emis-
sivity in Figure 2.7. Both of the histograms exclude the maftithestone sample. The
histogram’s spread in temperature error increases wittu@ddt up to 2 km due to the
increasing atmospheric effects, with similar results far €missivity error.

An analytical model and a Monte Carlo simulation were usedctormte the standard
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Figure 2.6: Histogram of algorithmic error in ISSTES for fgmature error (-0.2 to 0.2
K) versus altitude (0-10 km) (Ingram and Muse, 2001)
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versus altitude (0-10 km) (Ingram and Muse, 2001)
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deviation and bias for temperature and emissivity erroestdunoise (Ingram and Muse,
2001). The results for temperature retrieval are shownguteéis 2.8 and 2.9. For ISSTES
to retrieve approximately unbiased temperatures, theuimgint noise levels should be be-
low 1 uW/cm?/sr/um. The SEBASS sensor has a noise level oflM&cm?/sr/um, giving

a standard deviation of surface temperature of 0.18 K andsdfi0.03 K (Ingram and
Muse, 2001). The results for emissivity error show an insega the magnitude of both
the standard deviation and bias for wavelength regionsavidatively lower atmospheric
transmittance, due to a loss of signal caused by increasezspheric absorption (Ingram
and Muse, 2001). Although the exact spectra were used farsgheric compensation,
the small errors in the retrieved temperatures resultedhallgesidual atmospheric fea-
tures of water vapor, carbon dioxide, and ozone in the retdeemissivity (Ingram and
Muse, 2001).

When the atmospheric water vapor and temperature profilekremen, the atmo-
spheric terms can be calculated with an accuracy limitechbyradiative transfer model
and the accuracy of the coefficients of the water vapor contmand band absorptions
(Wan and Li, 1997). However, temperature and water vapdil@sosynchronized with
the TIR image in both location and time may not be availablee &lternative is to use
a database of radiative transfer code runs to model the ptreos. The automatic re-
trieval of temperature and emissivity using spectral simoess (ARTEMISS) algorithm
is a hybrid algorithm for atmospheric compensation basetthewlirect use of a database
of MODTRAN runs as the compensation spectra (Borel, 2003). B¢ results are
used to select candidate atmospheric parameters from aujpdible (LUT) of MOD-
TRAN atmospheric transmittance, upwelling radiance andmieslling radiance results
for thousands of atmospheric conditions. The search isdbaseninimizing the spectral

angle between the ISAC estimated transmittance and the MADITLUT transmittance
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results. ISSTES is then run on each candidate atmospheasenfonber of randomly cho-
sen test pixels, and the candidate atmosphere with the BesidSESTES result is chosen.
The atmospheric parameters from the chosen MODTRAN LUT aeetly used to com-
pensate the atmosphere and ISSTES is applied to all pixettrieve temperature and
emissivity (Borel, 2003).

The ARTEMISS and OLSTER algorithms are currently the onlgom the literature
that perform both atmospheric compensation and temperand emissivity separation.
The ARTEMISS algorithm is simple and fast, as well as appliedao both man-made
and natural surface materials. However, the use of MODTRA&tEp directly as the
compensation spectra may result in nonsmooth emissiviégtsp due to spectral and
radiometric calibration errors and sensor noise. In agigitpublished results using the

ARTEMISS algorithm have been for synthetic data only.

225 ASSET

The automated separation of surface emissivity and terperéASSET) algorithm is
a TES algorithm (Hayashi and Sharp, 2002). ASSET requireparate input of atmo-
spheric compensation parameters, as well as a library acfrmahemissivities. For each
image pixel, the algorithm computes N temperature vectmrdNfemissivities in the li-
brary. The emissivity that results in a retrieved tempegatector that is most invariant
with wavelength is chosen, using standard deviation ofeéhgerature vector as the cri-
terion. The estimated temperature of the pixel is the medheofemperature vector. The
emissivity of the pixel is updated using the pixel tempeamtand may differ from the
library emissivity due to noise, mixed pixels, natural dpaovariability, and inadequate
atmospheric compensation (Hayashi and Sharp, 2002). Ttherawf ASSET point out

that over or underestimating the magnitude of the emigsimitroduces a slope into the
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temperature vector due to the changing shape of the Plamdtidn at different tem-
peratures. This provides a potential method to improve ¢hgoerature and emissivity

estimation.

2.2.6 Estimating Downwelling Radiance

The estimation of downwelling radiance is probably the ntbicult part of the atmo-
spheric compensation and surface parameter retrievaégsodn order to estimate the
downwelling radiance, the emissivities need to be detezthilowever, it is the emissiv-
ities, along with the LSTSs, that the retrieval process ivisgl for. Rather than trying to
directly estimate the downwelling radiance using a scesré+eld method, it is more prac-
tical to use physics-based modeling to arrive at the estiniehe ARTEMISS algorithm
applies a LUT of atmospheric spectra generated using MODTR¥igther approach for
estimating the downwelling radiance is based on expresemgownwelling radiance as
a function of upwelling radiance. The method used by (TomQ@K01) in the gray-pixel
(GP) algorithm is described below. The downwelling radeiscestimated as a quadratic

function of the upwelling radiance at nadir view for eachrama; using
LY =a; + b L] 4+ ¢ L. (2.34)

The regression coefficients, b;, and ¢; were determined using regression analysis of
964 atmospheric profiles. The root mean square errors (RM&E$)ke downwelling
radiance estimated using equation 2.34 for ASTER’s TIR cbknh0 to 14 are 0.064,
0.038, 0.021, 0.031, and 0.034 Wisr/um, respectively (Tonooka, 2001). A quadratic
function is used to help account for nonlinearity. For vievglas at other than nadir, the

upwelling radiance at nadir view can be calculated from 8tereated transmittance and
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assuming that the mean temperature is independéh{i@nooka, 2001).

As a simple test of the upwelling radiance to downwellingiaade relationship for
this dissertation, 726 MODTRAN simulations were run usingsgandard MODTRAN
atmospheric profiles, and 11 scaling variations of both ezomd water vapor. A plot of
the downwelling radiance versus the upwelling radianceesébr a particular SEBASS
resampled band is shown in Figure 2.10. Second-degreeqgrulgis were fitted for each
band, and the coefficients were stored in a LUT. In practiciffarent set of coefficients

needs to be determined for a given sensor altitude.
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2.2.7 Summary of thereviewed algorithms

A summary of the reviewed algorithms is given in Table 2.3.tl@&f atmospheric com-
pensation and hybrid algorithms reviewed (ISAC, AAC, and ARI&S), the ISAC al-
gorithm is the simplest and most widely applicable algonitirhe ISAC algorithm uses a
data-derived approach, AAC is model-based, and ARTEMIS&3rid algorithm which
uses the results from ISAC to select from a library of modeddnl results. The AAC algo-
rithm offers no significant advantage over the ISAC algonitland it is more sensitive to
spectral miscalibration issues. The main advantage of REEMISS algorithm is that it
accounts for,(\). However, as a result of using radiative transfer modellteslirectly
as the compensation spectra, it is sensitive to sensor andartifacts. The disadvantage
of neglectingL,()) in the ISAC algorithm may be overcome by the use @f;8\) LUT
as described in the GP algorithm. The error in estimafing\) from L, ()\) at the edges
of the TIR window and in the ozone region may be minimized bglitaahal LUTs that
vary the ozone and water vapor amounts in the radiativefeansodeling.

The approach for temperature/emissivity separation in AS$ TES algorithm re-
lies heavily on an empirical relationship that is limitednatural materials. The ASSET
algorithm assumes that the materials in the scene are weksented by a library of
emissivity spectra, and does not account for the spatiéihgc@sue between laboratory
measurements and sensor data. The ISSTES algorithm isithstraple, and like all the
temperature/emissivity separation algorithms, it reggisccurate atmospheric compen-
sation spectra.

The approach presented in the next chapter is based on ahyftte ISAC, IS-
STES, andL,(\) LUT algorithms. A modification to the ISAC algorithm is neeldi®
address the requirement that the image is dominated by libagkfeatures, and an it-

erative framework is necessary to adjust the initial estthaompensation spectra and
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remove the blackbody assumption.
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Table 2.3: Summary of the reviewed hyperspectral algosthm

| Algorithm | Advantages \

Disadvantages |

ISAC

Data-derived approach fa
estimatingr(\), L,()\), and
LST e insensitive to sensa
calibration issues produces

ture spectra

bodies with a spread in LSTeneglects

estimatingr(\) and L, ()

Model-based approach forSensitive to sensor calibration issuej;

and high emissivity near the water
sorption bande neglectsZ,(\) e as-

sphere over local regions

ARTEMISS

Performs both atmospher

compensation and T/E separectly as the compensation specitrsen-

ration e accounts forL,(\)
e fast and simple

cUses radiative transfer model results
sitive to sensor noise and artifastsaas-

sphere over the sensor FOV

L) LUT

Model-based estimation ¢
Ly(X) from L, (\)

fLarge computational and storage ov
heade separate LUT required for eac
sensor altitudee difficult to estimate

gions

ASTER’s
TES

Simultaneous estimation ¢
LST and LSE

cable to man-made surfacesassumes

availableL,()\) estimate

ASSET

Based on a simple assum
tion of flat brightness tem
perature spectra using a
brary of material emissivi
ties

pSpatial scaling issue between labo

L4(X) in ozone and WV absorption re-

fMMD empirical relationship not applit

rRequires an image dominated by black-
rLq()\) e assumes a spatially homoge-

neous atmosphere over the sensor FOV
smooth brightness tempera-

requires surface materials with a smooth

sumes a spatially homogeneous atmo-

di-

sumes a spatially homogeneous atmo-

atmospherically compensated data and

ra-
- tory emissivity measurements and sen-

i-sor datae assumes the materials in the

compensated data

ISSTESS

Simultaneous estimation ofErrors in the estimated atmospheri

LST and LSEe data-driven
approache fast and simple

spectra directly affect the smoothne

assumptiorm assumes atmospheric com-

pensation spectra are available

+ scene are well represented by the emis-
sivity library e assumes atmospherically

C
SS



Chapter 3

Approach

3.1 Issueswith current algorithms

The current algorithms in the literature can be classifitaltinree categories: atmospheric
compensation (ISAC, AAC), temperature / emissivity sepanatASTER TES, ISSTES,
ASSET), and hybrid end-to-end algorithms (ARTEMISS). Tha@spheric compensa-
tion techniques reviewed do not account for downwellingaade. An empirical rela-
tionship based on radiative transfer modeling is used tte sedative values to absolute
atmospheric transmittance and upwelling radiance (ISAG) esstimate the atmospheric
terms from the transmittance ratio and path radiance difiee (AAC). ISAC requires a
scene dominated by near-blackbody features, and any eaosed by the unaccounted
reflected downwelling term will carry over to the retrievettnaspheric terms (Young
et al., 2002). AAC requires a scene with surfaces that havecath and high emissivity
near the water absorption band. This assumption means #&@uo&es not work well for
man-made surfaces.

All of the reviewed temperature / emissivity separatioroalhpms assume that the at-
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Figure 3.1: ISSTES for a stressing cage’, = 2 K.

mosphere has been compensated for already by using theesigtving radiance as their
input. The performance of ASTER’s TES algorithm dependselgrgn the empirical re-
lationship between the minimum emissivity and its maximenmimum difference. This
relationship does not apply to man-made surfaces. The $mess assumption is used
in both ISSTES and ASSET, but in different ways. ISSTES istarafive search for the
smoothest retrieved emissivity related to varying the LSfineate, while ASSET applies
a library of spectral emissivities to each pixel and assigtige emissivity corresponding
to the smoothest brightness temperature vector. The IS@&IgSSithm is a simple and
effective approach for temperature / emissivity sepamnatidowever, like the rest of the
algorithms in this category, its performance is limited bg accuracy of the atmospheric
compensation performed externally. An example of the &ffe€improper atmospheric
compensation on the ISSTES algorithm is shown in Figure 3He family of curves

represents a variation of the LST estimate by 2 K. When thenastid atmospheric pa-
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rameters are incorrect, the ISSTES algorithm may fail. is tlase, none of the possible
ISSTES emissivities are correct as they contain residuabspheric effects. While the
emissivities may be spectrally smoothed using polishingtber methods, the computed
spectral smoothness for a given temperature may not camedp the correct LST.

The ISSTES algorithm is used in ARTEMISS for temperatureiésivity separation,
and its performance will be limited by the accuracy of the @dpheric compensation.
The ARTEMISS approach to atmospheric compensation usediative transfer code
(RTC). The main advantage of RTCs is that a wide variety of dard can be simulated
by varying the atmospheric conditions (Prata et al., 199%) disadvantage is that the
characterization of the instrument’s spectral filter fumectmust be accurate. A spectral
misregistration can amplify the effects of the atmospher¢he surface emission spec-
trum. The results are model dependent and are based onatimmslthat may not exist
in the atmosphere (Young et al., 2002). The accuracy of RTOwied by assumptions
used to calculate line parameters. Some molecular absoriaie parameters are still
not precisely known, and not all of the molecular speciest@ken into account by the
models. CFCs are rarely taken into account because no deti@éediption is available
(Prata et al., 1995). A precise calculation of the radiatremsfer requires an accurate

knowledge of the atmospheric structure.

3.2 Assumptions

In order to regularize the retrieval problem, it is necegsarsimplify the problem and
constrain the parameters with some assumptions. Theseptisas are summarized in
Table 3.1.

In addition to theN spectral emissivities plus one surface temperature tcedoiv
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Table 3.1: Assumptions in the approach

Spatially homogeneous atmosphere over the image

The estimated atmospheric compensation spectra is onlicabple

to the same image used to derive them

Solar contribution is negligible in the TIR

No clouds in the image, or a cloud mask is available

No emission sources reflected into line of sight

(such as clouds, buildings, trees)

Flat surface (geometrical effects of the surface and etavatre ignored)

Lambertian surface

Near-nadir sensor viewing angle (view angle30 °)

Near-blackbody features are available in the image,

with a spread in surface temperatures

No mixed pixels

e The mean value of the(\)L,()) term in the RTE is approximated by
the product of the mean values«f\) and L, (\)

per pixel with NV spectral measurements, the atmospheric compensatiamnesspest also
be estimated. This effectively means thHaf + 1 values must be solved per pixel given
N spectral measurements. The assumption of a spatially hemeogis atmosphere over
the image allows the same atmospheric spectha, L,()\), andL,(\) to be applied to
every pixel in the image. This assumption greatly reducesitimber of values to solve
for. The appropriateness of the assumption will depend eratmospheric stability over
the sensor FOV. A non-uniform atmosphere may require a setien of the image into
locally uniform atmospheric regions similar to the apptoased in the AAC algorithm.
However, the resulting LST and LSE maps may exhibit artifidiacontinuities around
the borders of the segments. Each image segment may alsa baadler range of surface
temperatures that increases the difficulty of estimatiegatimospheric spectra.

The estimated atmospheric spect(@), L,()), andL,(\) are representative of the
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atmosphere only for the image data from which they were ddrihe primary objective
of the retrieval algorithm is to estimate the land surfaceapeeters of temperature and
emissivity. The estimated atmospheric spectra are inteadly to compensate for atmo-
spheric effects as necessary for the model to fit the obseadkance data. In other words,
the estimated atmospheric spectra may not necessarilg afffea radiative transfer code
result using real atmospheric profile soundings for the samge data.

In the 8 - 14um TIR spectral region, the surface emitted radiance domgide solar
reflected component. The RTE used in the retrieval modeiiplgied by neglecting the
solar component. Scattering effects are also neglectsdpasg no volcanic eruptions
are nearby.

The assumption of a cloud-free sky is important for landazefparameter retrieval
in the TIR. In addition to violating the assumption of a spatiasomogeneous atmo-
sphere over the image, clouds are also a source of radia@icdan be reflected from the
land surface towards the sensor. The retrieval model daesceount for other emission
sources, such as buildings or trees, that are reflectedhateensor line of sight in order
to avoid complex geometric modeling specific to each imadee impact of neglecting
emission sources that are reflected towards the sensordieparithe temperature of the
source and the emissivity of the reflecting surface. Theesett error will be largest for
sources that are hotter than the surrounding land surfdleetiag off a low emissivity
surface into the sensor line of sight.

A flat land surface is assumed to avoid complex geometric fimgpe@hen noa priori
information is available on the surface structure and élenalt is assumed that the at-
mospheric path difference due to a change in elevation mitie image is negligible, or
that the image can be segmented into regions of constaradteley Plowed fields, forest

canopies, and sloped surfaces are some examples of wherswafidre assumption may
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Figure 3.2: The angular variation of emissivity for varigunaterials in the TIR. (Sobrino
et al., 1998)

fail. The retrieved emissivities from these surfaces maymatch laboratory measure-
ments (leaf measurements for a forest canopy), or even thievierd emissivity for the
same material in the image with a different geometric stmect However, the estimated
effective emissivity may be useful enough for material sifisation.

The RTE model assumes that the land surface is flat and opandéhat it approx-
imates a Lambertian reflector of the downwelling radiandee Tambertian assumption
simplifies the model by avoiding geometric calculationse Hssumption does not hold
for surfaces such as dry grass, yellow loamy sand, slate stoingle, and white marble
(Dash et al., 2002). The emissivities for most materialshim TIR have a decreasing
trend with increasing view angles. The angular dependehtteesurface emissivity for
various materials in the 8 - 14m spectral window is shown in Figure 3.2. In general,
the Lambertian assumption for surfaces is valid for neairr@onditions (view angle<
30°).

The assumption that blackbody features (emissivities littta spectral contrast and
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values from about 0.97 to 1.00) are available in the image datseful for regularizing
the retrieval problem. The assumption simplifies the egtonaf the atmospheric(\)
andL,()\) spectra using the image pixels where the reflected dowmgeaitidiance com-
ponent is minimal by linearizing the RTE. A sufficient spreacgurface temperatures is
required to avoid an unstable linear regression when estigitne atmospherie(\) and
L,(\) spectra. Compared to the ISAC algorithm, the retrieval madet here does not
require that blackbody features dominate the image bedhesdownwelling radiance
and emissivity values are eventually estimated for eachl pix

Spectrally pure image pixels are assumed in the absencé-gfisel temperature and
emissivity information. The effect of mixed pixels will depd on the sensor resolution
and the variability of the land surface. Finally, the meatugaof the(\)Ly()\) term
in the RTE is approximated by the product of the mean valueq bf and L,(\). The
high degree of correlation between the\) and L,(\) spectra, along with the spectral
resolution of a hyperspectral sensor that may not be ablestive the atmospheric ab-
sorption or emission lines, combine to affect the accurddh® approximation (Young
et al., 2002). The error in the approximation has not beemtified for ther(\)La()\)

term.

3.3 Approach (OLSTER)

In general, solutions to the retrieval of surface paransetan be non-unique and unstable.

Non-unique solutions occur when different combinationthefsurface and atmospheric
parameters produce the same observation. The direct aypptosurface parameter re-
trieval is not practical given the ill-posed nature of thelgem. Solving for the exact

solution in the presence of measurement noise can lead tabl@solutions. Instead, a



3.3 Approach (OLSTER)

62

LWWIR abserved radiance image (Lnbs)] / Ld LUT /

Constrained Optimization

¥

Initial estimation of parameters —» Search: near-blackbody pixels

Save LST & emissivity maps

Figure 3.3: The main steps of the OLSTER algorithm

set of possible solutions should be determined, and contsticgan be applied to obtain the
optimal solution. The approach developed here, optimiaed kurface temperature and
emissivity retrieval (OLSTER), uses an iterative technitjugolve the nonlinear retrieval
problem. The OLSTER algorithm introduces a new method faifig near-blackbody
pixels based on scene-derived methods, and also an ieeragéithod for retrieving surface
parameters using constrained optimization. Unlike theoenature / emissivity separation
methods in the literature, this approach does not assurnpdHact atmospheric compen-
sation has been performed during preprocessing, and doesguire spectral polishing of
retrieved emissivities. The main steps include initidlama, a search for near-blackbody
pixels, and an iterative constrained optimization, showrrigure 3.3. The following

subsections provide more detail on each of the steps in tH{®TGR approach.

3.3.1 Initialization

The initialization step of the OLSTER algorithm is based lo@ ISAC algorithm. An in-

scene approach is appropriate at this starting point giveteck of knowledge of surface
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and atmospheric parameters. The purpose of this step igtapran initial estimate of
the atmospheric transmittance and upwelling radiance. details of the initialization
step are given in Table 3.2.

The first step is to convert observed radiancg,Lto brightness temperature. The
most—hits band or reference wavelength is defined as thevaiéimthe highest brightness
temperature total for all pixels. The brightness tempeeadii the reference wavelength is
the initial LST estimate for each pixel. The LST estimategedito calculate the Planck
blackbody radiance (},) per pixel. A least-squares regression gf,lversus l, for each
band is performed, with the slope and intercept as the irdsamates for unscaled at-
mospheric transmittance and upwelling radiance, respygti Only the pixels with a
maximum brightness temperature at the reference wavéleangtincluded in the scatter
plot.

The departure from the ISAC approach here is that a lineat-Egguares regression is
used instead of fitting a line to the upper edge of eagh\s. L, scatter plot. The points
at the top edge of the scatter plot may not necessarily repreear-blackbody pixels if
there are large errors in the estimated LST which leads toge kerror in the calculated
Lop.

The ISAC algorithm also assumes a scene dominated by bldgkiirels. The ISAC
atmospheric parameter results for image data with sceaedamot meet this assumption
will provide a poor starting point for the OLSTER algorithiA.solution for this case is
to remove low-emissivity pixels (step 3 in Table 3.2) befesamation of the atmospheric
parameters. The low-emissivity pixels are determinedguia shape and range of values
of the mean-removed brightness temperatures. Near-ldgkpixels are assumed to
have a relatively flat mean-removed brightness temperaaume therefore pixels with a

range of mean-removed brightness temperature valuesegtbain the median for the
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image are removed. In general, determining whether or naeaesrequires this step
is difficult. In practice, the OLSTER algorithm should ruretimage data for both cases
sequentially and compare the final objective function vahidhe end to determine which
case to use.

Another difference from the ISAC algorithm is that the atplosric parameters are
not scaled based on MODTRAN runs, radiosonde data, or waper\ebsorption bands.

The estimated transmittance is rescaled to have value$esittan one using

#(\)

T T T

0.999, (3.1)

and the estimated upwelling radiance is iteratively restab have nonnegative values

using

r T abs{f’;()‘) |mm) ) T )
Fuh) = B0 + (mam e VU o (322

Li,(\)

o w (3.2b)
Ly, (A) |maz

f/;()\) |anti—corr: 1

where terms with a prime represent unscaled estimates, hedewnax denotes the max-
imum value over all spectral channels.

The spectral scaling equations were modified from (Yound.e2802), but do not
scale to known values for a single spectral band or the wajgonabsorption band. The
scaling approach that is used here rescales the atmosphegiteters if necessary to en-
sure physical values. The atmospheric parameters are thiveif refined in an iterative
optimization step described later in subsection 3.3.4. skiading value of 0.999 in equa-
tion 3.1 was chosen based on the requirement of a maximunsptmac transmittance

value of one and to avoid a slow convergence in the optintnagiep. The iterative addi-
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Table 3.2: Initialization of the OLSTER algorithm

Compute the brightness temperature spectrum per @ixel, »s(x, \), \)
Estimatel, () per pixel usingls (Lops (€, A); A) |maz

Remove low-emissivity pixels using the shap&d'gf Ls(z, A), \) , if necessary
Compute the Planck radiance per pixehs (7,(z), \)

Estimate theé'(\) and L, (\) spectra vial;,(\) versusLz ()

linear regressions:(\) = slope, and., () = intercept

Rescale*()\) and L, ()\) to be physical, if necessary

SARE A

o

tion of the anti-correlated estimated upwelling radiaregu@tion 3.2b) to the estimated
upwelling radiance in equation 3.2a primarily adjusts Iggwelling radiance values. The
anti-correlated estimated upwelling radiance is simidaht estimated atmospheric trans-
mittance. This approach is preferred to adding a constasttbithe estimated upwelling
radiance, which may reduce the estimated transmittaneceesah later steps if a large

bias is required for a nonnegative upwelling radiance extm

3.3.2 Search for near-blackbody pixels

The estimation of the atmospheric transmittance and upweladiance is complicated
by the reflected downwelling radiance term in the radiatre@dfer equation and by the
attenuation of the surface emitted radiance by emissivtywever, for near-blackbody
pixels, the reflected downwelling radiance is small comgdcethe at-sensor radiance,
and the surface emitted radiance is closely approximateld,pyThese two properties
motivate the search for the near-blackbody pixels to imetine estimation of the atmo-
spheric parameters.

This step of the approach simply classifies the image pisekitaer near-blackbody

or lower-emissivity pixels recursively until a stoppingnciition is satisfied. The details
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of this step are given in Table 3.3. The spectral shape gf compensated with the

estimated atmospheric transmittance and upwelling radiand converted to brightness
temperature, is key to the classification. Ideally, the Htngss temperature should be
spectrally flat for every pixel if the estimated atmosphpacameters are correct and if the
spectral emissivities were all constant and equal to ongrdeatice, the result of the atmo-
spheric compensation is that some pixels are overcomphsatd some undercompen-
sated. The pixels that are best compensated have emesithiat approximate the mean
emissivity value of the scene, and are characterized byasively flat, mean-removed,

atmospherically compensated brightness temperaiyy ,Obs(“f;;ﬁ““),

A). Since the
initialization step assumes blackbody pixels, the atmesptparameters from the least-
squares regression on the scatter plots f \cersus L, will compensate the pixels with
the mean scene emissivity best. An example of this is showdigiare 3.4. A test image
of 1000 pixels with a temperature range of 270 K to 310 K and/lgody emissivities
from 0.9 to 1 was created to test the search for near-blagkpo®ls. After estimating
the atmospheric transmittance and upwelling radianceenirthialization step, the ob-
served radiance was compensated with the estimated ateraspharameters, converted
to brightness temperature and its mean subtracted. A rasdomle of seven pixels from
the test image was chosen for display purposes. The meamweghspectral brightness
temperature that is flat with values near zero is for a graytsodissivity of about 0.95.
The near-blackbody pixels have a concave down shape, argtagibody pixels with an
emissivity of about 0.9 have a concave up shape. The approsethto determine the
concavity of each mean-removed, atmospherically competdaightness temperature
is to take its second derivative with respect to the wavdtenfjeach spectral channel,
and then average the second derivative values over all thesba

Classification of near-blackbody pixels based on concavitpne iteration is not
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Table 3.3: Method for classifying near-blackbody and loeerissivity pixels

1. Compensaté,;(x, ) with 7(\) and L, (\) from the modified ISAC

algorithm and convert to brightness temperatmﬁ,w, A)

2. Compute the concavity and correlation witth\) metrics
on the mean-removed brightness temperatures

3. Classify pixels with positive correlation and negativacavity metrics as
near-blackbody pixels, and the remaining pixels as lowssivity

4. Update theT,(z) and Lyp(T,(x), \) for the near-blackbody pixels with
T,(z) set equal to the maximum compensated brightness temperatur

Lops(z,A)— Ly (A
TB( b(f(;) ()a)‘>

5. Update the (\) andL, (\) spectra usind..,,(\) versusL g (T, (x), \) linear
regressions on the near-blackbody pixels
6. Go to step 1 until the stopping conditions are satisfied

P+ UL
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Figure 3.4: Mean-removéﬂﬂ%&f“m, A) spectra for graybody pixels with emis-

sivities from 0.9 to 1.0. The blackbody pixels have a concdeen spectra, the low
emissivity pixels are concave up, and the pixels with an siity of 0.95 are spectrally
flat.
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straightforward. A plot of mean emissivity, averaged over18l um, versus concavity
of the mean-removed brightness temperature after atmospf@mpensation for gray-
body pixels is shown in Figure 3.5. The pixels with the scererage emissivity of 0.95
roughly have zero concavity. The higher emissivity pixetsraore scattered due to errors
in the estimated LSTs and atmospheric parameters. Instetassifying near-blackbody
pixels, the low emissivity pixels should be removed fromwuaeking set of pixels itera-
tively. Pixels with a positive concavity are classified aséo-emissivity pixels, and the
rest are near-blackbody pixels. Then the LSTs of the nesarkblbdy pixels are updated
by using the atmospheric parameter estimatés) and ﬁu(/\), for compensation (step
4 in Table 3.3). This updates,)for estimating the atmospheric parameters in a modi-
fied ISAC step, and the process repeats until a certain nuofberar-blackbody pixels
remain. The iterations should be stopped when there arertiefuichanges in the esti-
mated atmospheric parametergorthe range of’}, values is determined to be too small,
or when a certain percentage of the total pixels in the TIRgeneemain. The current
implementation stops the iterative search when less thrapdecent of the total number
of pixels in the image remain in the near-blackbody pixetsisegeneral, the shape of the
mean emissivity versus brightness temperature concawdites plot remains the same
for each iteration, except that the range of emissivitiesdsiced for each iteration.

In addition to the concavity metric used to classify neackbody and lower-emissivity
pixels, another metric based on the correlation betweeerstimated atmospheric trans-
mittance and the spectral brightness temperature can ke lasesimilar to concavity in
that it classifies the pixels based on the spectral shapeedtectral brightness temper-
ature. Since the low emissivity pixels have an atmosphiéyicampensated and mean-
removed spectral brightness temperature with a concavlajes a negative correlation

between the estimated atmospheric transmittance and ¢le&ralbrightness temperature
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Figure 3.5: Emissivity value vs. concavity that is used &vatively remove the lower-
emissivity emissivity pixels (positive concavity).
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Figure 3.6: Graybody emissivity versus correlation with ).

can be used to classify lower-emissivity pixels. An exaniptehe graybody emissivity
synthetic scene is shown in Figure 3.6. The approach in tHe#T&R algorithm uses both
concavity and correlation metrics to classify the imagee[six Pixels with both positive
correlation and negative concavity metrics are classifeedear-blackbody pixels, and
the remaining pixels are classified as low-emissivity. Tee of both metrics allows for a
more robust classification than is possible with only a simgétric.

The search for near-blackbody pixels was also tested usimgsaities from the
ASTER spectral library instead of graybodies. A synthetiage was created with 11,850
pixels and LSTs from 260K to 320K. A plot of the average emiggiover the LWIR
window versus concavity of the mean-removed brightnespéeature after atmospheric
compensation is shown in Figure 3.7. A similar plot for ageramissivity over the LWIR

window versus the correlation with the estimated atmospliearnsmittance is shown in
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Figure 3.8. The following describes both figures. All 11,85Kels are plotted in the

upper left. At each iteration, all pixels with a positive camity and a negative corre-
lation are classified as lower-emissivity pixels. After otezation, the number of near-
blackbody pixels was reduced to 5,898, shown in the uppét pipt. The rest of the

pixels were labeled as lower-emissivity pixels. The nestation reduced the number
of near-blackbody pixels to 1,661, shown in the lower lefttpand the last iteration had
1,080 near-blackbody pixels, shown in the lower right pfoturther iteration reduced the
number of near-blackbody pixels to 380, and is not shown.pikels classified as lower-

emissivity at each iteration were generally the same usthgreconcavity or correlation,

except for about four or five pixels, for this particular tesage.

Even for perfect blackbody pixels, the estimated atmosphiensmittance and up-
welling radiance will not be correct unless the transmitais one and the upwelling
radiance is zero for at least one band. Any influence from thsphere will result in
an error in the estimation of LST when the observed radiasicenverted to brightness
temperature. This in turn leads to inaccuraciebjnused to estimate the atmospheric pa-
rameters in the regression. A constrained optimizatiomaaah that includes the down-

welling radiance is used to overcome this problem.

3.3.3 Downwelling radiance

Plots of downwelling radiance versus upwelling radiangesiv bands are shown in Fig-
ure 3.11. The effect of ozone variation is seen for the bafddtum. A separation of the
six default MODTRAN atmospheres is seen for the band at jZrfB0and for other bands
at the edge of the LWIR window, which are not shown. A separ&at& for each model

atmosphere is used to avoid errors in predicting downwgltadiance from upwelling

radiance.
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Six downwelling radiance lookup tables for the sensoraltof 2km and nadir view
were created for the synthetic image with ASTER library esimies. The estimated
physically-scaled upwelling radiance for the near-blaxkbpixels are used to estimate
downwelling radiance via stored LUTs of regression coedfits. Each LUT was used
to predict a downwelling radiance, and the RTE was solveciissivity on the near-
blackbody pixels. The selection of one of the six LUTSs to wskdsed on the maximum
to minimum difference of the estimated emissiviti€és] \) |maz - £(2, A) |min]. The
LUT resulting in the smallest maximum to minimum differerfoe the near-blackbody
pixels is chosen.

OLSTER is currently using sixty six downwelling radiancekap tables for the sen-
sor altitudes of 2, 6, and 10km at nadir view. There are el®@zme and eleven water
vapor scaling factors from 0.4 to 2.4 in 0.2 increments usedity the ozone and water
vapor amounts. The locations of the radiosonde launcheshangn in Figure 3.9, and
the range of temperature and water vapor values are showigumneF 3.10. Worldwide
radiosonde data and the MODTRAN default profiles are useddaterthe LUTs. The
range of corresponding upwelling radiance values are atsedwith the LUTs, and are
used to select a set of LUTs. The set is further reduced to fivEslby computing the cor-
responding emissivity spectra for each LUT and selectieditte LUTs with the smallest
maximum to minimum difference for the near-blackbody mxeEach of the five LUTs

will be tested sequentially in the optimization loop befeedecting the final LUT.

3.3.4 Optimization of the atmospheric parameters

After predicting the downwelling radiance using the LUT efression coefficients, ini-
tial estimates of the atmospheric parameters are availdilie remaining parameter to

estimate is the spectral emissivity per pixel. The RTE casdbeed for emissivity using
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Figure 3.9: Location of radiosonde launches (Hernandeza:8ax 2000).
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Figure 3.11: Downwelling radiance versus upwelling rad&a@/m?/sr/um) for the in-
dicated bands.

the LSTs estimated from brightness temperature, whichreslllt in values close to one.
This is expected because blackbody surfaces have beenessonfiar. A procedure is
required to adjust the atmospheric parameters in order t@raway from the blackbody
assumption. The method used in this approach is to itehatoimize the atmospheric
transmittance and upwelling radiance. After each optitiopa the estimates for down-
welling radiance, LST, and emissivity are updated. Eadfatien is required to return
values that are physically possible and the process is stbppen no further progress is
made.

A literature search for an optimization tool that maintaieasibility and allows for
nonlinear constraints led to a class of algorithms knowroadimear programming (NLP).
In particular, the generalized reduced gradients (GRG) oaathappropriate for the opti-

mization of atmospheric parameters. GRG is comparable tBithplex method of linear
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programming if the problem and constraints are linear, anday to a gradient search for
an unconstrained problem. The GRG method is useful for tHasparameter retrieval
problem because it can handle nonlinear functions, allawsbary values to be defined
for the parameter values, and is widely available. One warsf the algorithm (Lasdon

et al., 1978), has been implemented as the Constraimriegnum function in IDL 6.1

(Research Systems, 2005).

Generalized reduced gradients

The generalized reduced gradients algorithm is an iterativect search method that
solves for the optimal solution of a given model or problemle/satisfying any given
constraint equations. Each iteration in the GRG search esdilhe value of the objective
function. One advantage of the GRG algorithm for nonlineabfams is that the vari-
ables are continuously adjusted during the search to galiefconstraints. This ensures
that the final point is feasible, even if the algorithm stop$obe reaching the optimal
solution (Luenberger, 1973).

The GRG algorithm was developed by Abadie and Carpentier atrigiée de France
in 1969 as an extension to Wolfe’s reduced gradient methdzhdfe and Carpentier,
1969). The GRG algorithm generalizes the reduced gradietitaddo allow for a non-
linear objective function and nonlinear constraints. Nwgdr programming algorithms,
including GRG, have been used for optimization of nonlinegtrmorks, such as electric
power flow, as well as for economic planning (Lasdon and Dewat980).

The basic idea of GRG is that the problem is linearized aboutitial feasible point
in a reduced space using the first-order terms of a Tayloeserpansion. The problem
variables are partitioned into basic variables and notebeariables, with the number

of basic variables equal to the number of constraints. Thmstcaint equations are then
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Table 3.4: A basic GRG algorithm

1. Initialization: define optimization parameters,

start from a feasible solution

Compute the Jacobian of the constraints

Partition the variables into basic and not-basic vaesbl
Compute the reduced gradient

Stop if the current point is optimal

Use the reduced gradient to find a search direction

Perform a linesearch to find a new solution and restorediéis
Update the solution with the result of the linesearch
Gotostep 2

©ONO O WN

solved for the basic variables in terms of the not-basicaldeis. This reduces the model
problem to an optimization problem of the not-basic vaeabl The objective function
is now a function of the not-basic variables only. The sediokction for the solution is
derived from the reduced gradient. A line search is perfaraieng the constraint surface
by changing the not-basic variables in the negative dweatif the reduced gradient and
then adjusting the basic variables to maintain feasibi®RG solves the original problem
by generating a sequence of reduced problems. The maindtdpEsGRG algorithm are

given in Table 3.4.

Stepl The GRG optimization is initialized by defining the optimimext parameters.
These parameters are the convergence tolerarstef orepst op), the feasibility toler-
ance gpf eas), and the number of consecutive iterationst{ op). The default values
for these parameters are provided in Table 3.5. When the afitynconditions are sat-
isfied to withinepst op in step 5 of the GRG algorithm, the current point is considered
optimal and the algorithm is stopped. The algorithm is ateped if the change in the

objective function is stalled for overst op iterations. Theepf eas parameter is used in
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Table 3.5: GRG Notation

Variable Value or definition

m number of constraints

n number of variables

n—m degrees of freedom of the system, also the reduced set
of variables

X n-dimensional vector of the variables

g m-~dimensional vector of the constraint functions

Im+1(X) objective function

Ty, Y, S basic variables, feasible, dependentmn, uncon-
strained, implicitly determined by the independent
variables, state or solution variables

Tpps T 5 d not-basic variables, independent, reduced setoi
decision variables, to be divided initg andx,

T, nonbasic variables, the not-basic variables at one of
their bounds
T superbasic variables to be changed, not-basic vari-

ables between bounds, independent variables of the
reduced problem

d search direction for the superbasic variables

J Jacobian matrix of the constraints

B, 0g/0y basis matrix from the columns df, nonsingularmn x
m

AT, P Lagrange multipliers

F(z) reduced objective function

VF,0f/0x, reduced gradients

epstop, ¢ stopping or convergence tolerance (default=*)

nst op consecutive iteration counter (default = 3)

epf eas

feasibility tolerance (default #0~%)
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step 7 of the GRG algorithm. During the feasibility restaratithe equality constraints
may not always be satisfied exactly, agpif eas is used to define an acceptable toler-
ance. The notation used for the GRG algorithm by differentbenstin the literature is
often incongruous. The GRG notation used here is summarnzé&alle 3.5, and closely
follows that of (Lasdon et al., 1978) and (Papalambros aridé&y2000).

After defining the optimization parameters, the GRG algamnistarts with an initial
solution vector,X, that is feasible, and preferably close to the optimal poititany
constraints are not feasible, a phase | procedure is starntédhe objective function is
replaced with the sum of the violated constraints. Othexwl® GRG algorithm enters
a phase Il procedure (optimization) with a feasible solutiamd continues. The phase |
procedure attempts to find a feasible point by solving anlianyipiecewise linear pro-
gramming problem (Windward Technologies and Optimal Mdthd 997). The value of
the objective function after a phase | procedure is usuallgdr (worse) than the initial
starting point, but it will be a feasible point. The detaifsagphase | procedure will not be

presented. The general optimization problem is stated as:

minimize  g,,1(X), (3.3a)
subjectto 0 < g;(X) < ub(n + i), i=1,2,...,m, (3.3b)
Ib(i) < X; < ub(4), i=1,2,....n. (3.3¢c)

Then-dimensional vectoX represents the variables that are being optimized, and
the ¢g; functions are assumed differentiable. There areonstraints andy,,,; is the
objective function.

The problem needs to be restated because GRG only deals wiltesg. The in-

equality constraints in equations 3.3b and 3.3c are caawdd equality constraints by
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addingm slack variables, one for each of the constraints. The optimization problem

with equality constraints is stated as:

minimize  g,,41(X), (3.4a)
subjectto  ¢;(X) — X, =0, i=1,2,...,m, (3.4b)
Ib(i) < X; < ub(i), 1=1,2,...,n+m, (3.4¢)
Ib(7) = ub(i) = 0, i=1,2,...,n, (3.4d)
Ib(i) = 0, t=n+1,n+2,...,n+m. (3.4e)

The firstn elements inX are the variables that are being optimized, and the vasable
Xoi1, .-+, Xnem are the new slack variables for the constraints. The valtidsecslack

variables are greater than or equal to zero.

Step2 The next step is to compute the Jacobian of the constrainfBhe Jacobian is a
matrix of the partial derivatives of the constraints witlspect to the variables, and it is

defined as:
agl/axla sy agl/amn

9y
Iy : : = —Z, 3.5
J . : B (3.5)
8gﬂ”b/a'rh SRR 8grn/axn
An approximation to the Jacobian matrix can be obtainedgusimite differencing. The

Jacobian matrix needs to be evaluated for the current ealatieach iteration.

Step3  The original problem, equation 3.3, is simplified to a redlpeoblem aboufX
by partitioning the variables. The solutidh satisfies the constraints in equation 3.3. The

columns of the Jacobian matrix are partitioned into basttrat-basic portions,
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J =B, N], (3.6a)

A

X = (xb,.’ll'nb), (36b)

whereB is a submatrix of sizen x m,

po (). -

The variables are partitioned by selectingbasic variables so that the basis matBixs
nonsingular (invertible) ak’. The remaining: — m variables are labeled not-basic.

There are many possible choices for the set of basic vasalllbe basic variables
should not be close to their bounds in order to avoid an eariyination of the linesearch
in step 7 (Lasdon and Smith, 1992). The basis matrix is reduio be nonsingular be-
cause its inverse is used to compute the reduced gradiené ineixt step, as well as to
maintain feasibility in step 7. The basis matrix should dsavell conditioned, meaning
that a small change in the matrix produces a small changesisdlution. This is impor-
tant because the inverse of a well conditioned matrix doésumplify estimation error.
This improves the accuracy in solution for the Lagrange ipligts in step 4 and in the
Newton iteration of the linesearch in step 7 (Lasdon andIgrh92). The basis selection
procedure is based on complete pivoting.

The GRG algorithm uses the binding constraints to solve ferlthsic variables in

terms of the remaining variables. The binding constraintfions are written as

gi(xp, xpp) =0, i=1,2,...,m. (3.8)
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A constrainty; is binding (holds as an equality) if it is within a tolerancef its bounds,
lgi —ub(n +1i)| < e or lgi —Ib(n +1)| <e. (3.9)

The constraint equations can be used to eliminate the basibles by solving equa-
tion 3.8 in terms ofr,,;,. This reduces the objective function to a function of the lnasic

variables only,
G (Tp(Tnp), Top) = Fznp) = F(2), (3.10)

and the original problem is now unconstrained:

minimize  F(x),
(3.11)
subject to <z <u

Step4  The partial derivative of the reduced objective functiothwespect ta: is called
the reduced gradient7 F. The reduced gradient provides the direction to searchrfor a
improvement to the current solution in step 6 of the GRG atgori By definition, the
reduced gradient values for basic variables are zero (WandiWechnologies and Optimal
Methods, 1997). The derivation of the reduced gradientssbgrexpanding equation 3.10

in a Taylor series about and including only the first-order terms,

oFr OGmi1 OGm+1
—dx,, = d dz,p. 3.12
g Onb 02, Zp + Dy Tnb ( )
Similarly, equation 3.8 is approximated by a first-orderldageries expansion
@dxb + % dz,,, =0, (3.13)

oxy, O0Tnp
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and rewritten using equation 3.7 as,

By + -2 du,, — 0. (3.14)
axnb

Equation 3.14 is solved forig,,

dg

dz, = —B~!
o axnb

dxnb; (315)

and substituted into equation 3.12,

oF agm-i-l -1 89 69m+1
o dﬁnb axb B axnbdl’nb—i- axnb dl’nb. (316)

Finally, the expression for the reduced gradietit is obtained by eliminatingad,, from

equation 3.16,

OF  0gms1 OGms1 H_1 Og
— = - B . A7
ox 0T oxy O%np (3.17)

The reduced gradient can also be expressed as

OF  Ogms1 \ Jg
ox N &pnb anb’

(3.18)
where is the Lagrange multiplier,

A= d9mii gt (3.19)
a’Eb

Step5 The GRG algorithm performs two tests on the curt&nto determine if it is op-

timal. The first test evaluates the Karush-Kuhn-Tucker (Kiptimality conditions. The

second test checks the progress of the objective functidrdatermines if it has stalled.

If the KKT conditions are satisfied to within thepst op tolerance, or if the fractional
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change in the objective function is less thegmst op for nst op consecutive iterations,

then the currentX is considered optimal and the GRG algorithm stops. Othejveise

search direction is generated and GRG starts a one dimehsearah for a new solution.
The KKT criteria define the necessary optimality conditiofi$ie KKT conditions

apply to the general nonlinearly constrained problem,

minimize f(z), (3.20a)
subjectto  h(x) =0 (equality constraints) (3.20b)
g(x) <0 (inequality constraints) (3.20c)

The Lagrangian for the optimality condition at a solutionma: is written as
Az, A ) )+ Z Nihi(x) + ) g (), (3.21)
j

and the KKT first-order conditions are

VA(z, A\, p) =V f(z —I—Z)\ Vhi( )+Zungj(x) =0, (3.223a)
Vi, pi; > 0, (3.22b)
D> #ig;(x) = 0. (3.22c)

The partial derivative with respect toof the gradient of the Lagrangian, equation 3.22a,

states that at the optimal solution point—v f(p) is entirely contained in the subspace

spanned by th& ¢;(p) normals and th&h;(p) normals. The partial derivatives with re-

spect to the multipliera andy states that the constraints must be satisfied at the optimal

point. For the inequality constraints, the gradient of thgeoctive function,v f, must
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point towards the feasible side of the inequality constsaihis condition is satisfied by
restricting the sign of the multiplier to be positive in equation 3.22b. The complemen-

tary slackness condition, equation 3.22c, states;that 0 for inactive constraints (when
gj(x) <0).

Step6 The computation of a search directieh, requires the selection of the variables
to be adjusted, the superbasic variables, as well as thetidmeof change for the su-
perbasic variables. The not-basic variableg, are divided into superbasic variables

and nonbasic variables,. The not-basic variables which are at one of their bounds are
labeled nonbasic variables, and the not-basic variabdsatle between their bounds are
labeled as superbasic variables.

The search direction is computed as

oF2\ ' or
S il = _H'vF 2
d ( ax2) o v (3.23)

In practice, the inverse Hessian matrix in equation 3.23@@imated using a quasi-

Newton method based on the Broyden-Fletcher-Goldfarb4&hapdate formula.

Step7 The final step in the GRG algorithm is the linesearch aldntp minimize the

reduced objective function. The problem is stated as

min F(z + ads). (3.24)

a>0

A list of positive values forx is chosen to bracket the local minimum b{z + ady)

approximately. In order to evaluate the reduced objectivetion for eachy, the basic
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variablesz;, need to be determined by solving the constraint equations
gi(zp, T + ads) = 0, 1=1,2,...,m. (3.25)

The system is solved using Newton’s method using the inveasés matrix3~!. The
return to the constraint surface may not be exact. Insté@dcdnstraint equations are
satisfied to within a feasibility tolerancepf eas. If an estimated basic variable reaches
a bound, then that variable becomes a nonbasic variable.si& bhange occurs and a
superbasic variable becomes basic.

The line search operates by doubling the initial step sizg aitocal minimum of the
reduced objective function is bracketed. Then the stepisimduced until an improved
minimum is found (Lasdon et al., 1978). The new solutirs set toi + «d, and the
GRG algorithm returns to step 2.

An illustration of GRG'’s linesearch and return to feasiliig shown in Figure 3.12.
In this example, there are three variables and one constsaithe value of. equals three
and the value ofn equals one. The variables are represented by theagxes, andzs,
and the constraint is represented by the surface 0. According to the partitioning
rules in step 3 of the variables are made basic (labeledn Figure 3.12 for state or
solution variable) and — m of the variables are not-basic (label&dandd, for decision
variables).

The linesearch adjusts the current solutirtowardsx),, ; by moving along the tan-
gent to the constraint surfaceat. This is accomplished by adjusting the not-basic vari-
able vector fromi,, to d,.+1 in thed;, d, plane and then adjusting the basic variable vector
dz; (labeledds) , , in Figure 3.12) according to equation 3.15. This is a retarfeasibil-
ity to satisfy the equality constraint to within tleef eas tolerance. An additional move

from the pointz; , , to z;,, on the constraint surface is needed for a nonlinear constrai
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A x3=s;

\xk 8dk+ 1

Tangent
at X

x =4d;

Figure 3.12: A GRG example for three variables,(z2, andz3) and one nonlinear
constraint, (surfacé = 0) (Papalambros and Wilde, 2000).
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Optimization approach

The GRG algorithm for the surface parameter retrieval prabd&as implemented using
the IDL function Constrainednin (Research Systems, 2005). The variables to be adjusted
are either the transmittance and upwelling radiance sgdéintors in the initial GRG
loop (used with equations 3.1 and 3.2a), or the estimatedsgheric transmittance and
upwelling radiance for each band in the final GRG loop. The uppd lower bounds for
the variables and the constraints are listed in Table 3.6.dEtermination of the values for
the bounds is balanced by the need to return a physical soltiile avoiding constraints
that are too strict which results in an early terminationh&f GRG optimization. Bounds
which are too loose can significantly increase the computdtme. One way to avoid
this is to update the bounds at the beginning of each iteratging the minimum and
maximum values of the estimated variables and constrghits,or minus a tolerance as
listed in Table 3.6.

The objective function to be minimized is based on the spesmoothness of each
near-blackbody emissivity. The equation for the objechivection is

nBB—1

F= Z (Exsi |s.dev) [Exii lmaz —Exi |min) » (3.26)
=0

whereg, ; is theith near-blackbody emissivity with bands. The values far, ; are com-
puted by solving the radiative transfer equation for emigsusing equation 2.26. The
objective function multiplies the difference between thggest and the smallest value of
eaché, ; by its sample standard deviation over all spectral bandsant the computed
values over all near-blackbody pixels. The definition ofci@d smoothness used in the
objective function is different than the spectral smootsneefined in the ISSTES algo-

rithm, equation 2.27. For the objective function, the idg@dpe of each near-blackbody
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Table 3.6: Parameters and boundary values for GRG optiraizati

Variable

Value or definition

A~

X

XScaleT’r

XScaleLu

Gbnd

drd

genBB

array of the variables to be optimized; the number of array
elements is two for the first GRG loop using scaling factors
[Xscale% XSCa,eLu], or twice the number of sensor channels for the
final GRG loop[X7,, X1.]

atmospheric transmittance scaling factor

[the larger of(7(\) |masr —0.1) and 0.5]< Xseuer, < [the smaller

of (7(A) |mas +0.005) and 0.9999 ]

upwelling radiance scaling factor

aby Lol < K, < aby L) 41

‘maz |mao:

atmospheric transmittance

0.01< X7, < [the smaller of(7()) |mas +0.005) and 0.9999 ]
upwelling radiance (Wmesr-!m=1)

[the larger Of( L,,(\) |mim —0.001) and 0.01 )< X, < 9.00
downwelling radiance regression coefficieat ferm only in equa-
tion 2.34)

-0.1(X1q) < X714 <£0.05(X1q)

Upper and lower bounds for the constraint functions
downwelling radiance bounds

0.02< g4 < 10.00 (WnT2sr-tum=1)

bounds on the near-blackbody emissivities

[the larger Of(&()) |,min —0.01) and 0.90[K .., < [the smaller of
(£(A) |maz +0.005) and 1]

objective function,

based on the spectral smoothness of each estimated and
summed over the working set of near-blackbody pixels
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Figure 3.13: Objective function values for three samplessivities.

emissivity is both spectrally smooth and flat. The objechiwection values for three sam-
ple emissivity spectra are shown in Figure 3.13. The emtgsspectra at the top has
the smallest range of values and a relatively small standievgtion, so it has the lowest
objective function value. In practice, the objective fuostvalues are summed over all
the near-blackbody pixels according to equation 3.26.

The flowchart in Figure 3.14 shows the approach used to vettlee surface param-
eters. The initial GRG loop adjusts the atmospheric paransetding factors. This step
is designed to determine which of the five downwelling radeabhUTs to use (each LUT
case is run sequentially) based on the maximum to minimufardifice of the estimated

emissivities as described in subsection 3.3.3. More inajptist, adjusting the atmospheric
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parameters using scaling factors allows the final GRG loopitogrily optimize the spec-
tral shape of the atmospheric parameters rather than baffesdind absolute value. The
initial GRG loop using scaling factors should provide the IfiGRG loop with a better
starting point and allow it to converge faster. The stepfninitial and final GRG loops

are listed in Tables 3.7 and 3.8, respectively.

Table 3.7: Steps in the initial GRG loop.

For each of the fivd.,(\) LUTs on the working set of pixels,

1. Adjust[Xseuerr, Xseatera] Scaling factors using GRG

Estimatel, andé(xz, \) using ISSTES

3. Recompute the atmospheric compensation spectra usipg\esL L, s
linear regression per spectral channel

4. Go to step 1 and repeat for one more iteration if the oljedtinction
value has decreased

N

The optimization of the atmospheric transmittance and Ulipweradiance in both
initial and final GRG loops is performed on the near-blackbseilyof pixels. In order
to reduce the computational memory requirement for the f@RIG loop (which has
to optimize twice the number of sensor channel variableteaus of two scaling fac-
tors), one hundred of the near-blackbody pixels with a splygitflat estimated emissivity
([6(x, ) |maz - (2, ) |min] < 0.05) are randomly selected as the working set of pixels.

The input for the GRG optimization includes the parameteosvshin Table 3.6, the
default values okpst op andnst op shown in Table 3.5, and a line search limit vari-
able,l i nser, which terminates the GRG optimization after one thousaadcbes. The
constraint equations estimate the downwelling radianagggube adjusted upwelling ra-
diance and the downwelling LUT, and then determine the maxirand minimum emis-

sivity values of the near-blackbody pixels. At the end of @RG optimization, if the
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Table 3.8: Steps in the final GRG loop (on the working set oflpixe

Adjust[Xr,, X, ] using GRG

Adjust X, using GRG

Adjust[X7,, X1.] using GRG

Estimatel, andé(x, \) using ISSTES

Recompute the atmospheric compensation spectra usipgwsLL,,,
linear regression per spectral channel

Go to step 1 if the objective function value has decreabenk ©f 4
iterations)

akrownNPRE

o

value of the objective function increases or if GRG fails tonarge, the atmospheric
parameters are reset to their values prior to the optinozatdtherwise, the result of the
GRG optimization is a new estimate of the atmospheric parnsieas well as an initial
estimate of the working set of near-blackbody emissivitiBise remaining parameter in
the radiative transfer equation that was not adjusted iopitienization is LST.

The LSTs and emissivities of the working set of near-blackbjgixels are simultane-
ously adjusted using the ISSTES algorithm. Equation 2.26ligd for spectral emissiv-
ity for each pixel from the working set using an ensemble ofgerature values about the
current LST estimate and the GRG-adjusted atmospheric paeasn The temperature
corresponding to the most spectrally-smooth emissivitgobees the new LST estimate
for that pixel.

The next step is to refine the atmospheric parameters that acgusted in the GRG
optimization. This step is especially important in the fiGRG loop since the()),
L.()\), andLy()\) parameters were allowed to vary independently from one baaah-
other during the GRG optimization. The adjusted GRG atmosplparameters may
exhibit small spectral “spikes” that are the direct resdlusing an objective function

that attempts to retrieve spectrally-flat and smooth n&skbody emissivities. A linear
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regression of the observed radiance versus the surfagede@diance for the working
set of pixels is used to produce a refined estimate for eactt batihe atmospheric pa-
rameters. The surface-leaving radiance values are detedby equation 2.11 using the
estimated emissivity and LST for the working set of pixelsvadi asL,()). Refinement
of the GRG atmospheric parameters in general will cause tiraasd working set of
near-blackbody emissivities to become unsmooth and evehysical. This is actually a
useful result because it provides new points for adjustiregwtorking set of LSTs using
the ISSTES algorithm. An iterative approach is used for loéhinitial and final GRG
loops to adjust the current solution towards the optimaltsah. The purpose of the first
iteration is to nudge the atmospheric parameters away frolackbody pixel assumption,
while additional iterations are required to reach an optsoéution for the parameters.

The GRG algorithm can only locate the nearest local optimuutisa from the start-
ing point while satisfying the constraint equations. Fingdthe global optimum requires
running the algorithm from multiple starting points andetetining if the different start-
ing points converge around the same feasible solution. Whisedoes not guarantee a
global optimum, it does provide more confidence for a globaltoon (Windward Tech-
nologies and Optimal Methods, 1997).

The optimization problem needs to be properly scaled by ikgeihe values of the
constraint functions and variables within three orders afnitude of each other. This is
important because the GRG algorithm assumes that the algdgtiction is equally sen-
sitive to each variable or constraint (Singh and Sarkar2l9Bhe GRG algorithm is also
affected by scaling issues from the accumulation of rounelisbr (Frontline Systems,
2000). The values of the constraint functions and variadiesild be large enough so that
the computational errors on the order of the valuep$t op are not significant (Wind-

ward Technologies and Optimal Methods, 1997). The rangeanébles in the surface
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parameter retrieval optimization problem are given in &hb.

For both the initial and final GRG loops, the stopping conditi® when no further
progress is made in reducing the GRG objective function. ¥ iteration results in an
objective function that is larger than the one from the prasiiteration, the optimized
variables from the new iteration are discarded and the seaeables from the previous
iteration are returned. A limitis also placed on the numbid@llowed iterations to prevent
a runaway process. Two iterations are allowed for the iN@RG loop to adjust scaling
factors, and the final GRG loop is limited to four iterations.

The final step is to run the ISSTES algorithm on all the pixetsrf the image to
estimate LSTs and emissivities. The LST and LSE resultsterdital products of the
OLSTER algorithm. The LST and LSE results are saved to dlskgawith the estimated
atmospheric parameters, the index or locations of the Inleakbody pixels, the filenames

that were opened by OLSTER, and the GRG log files.

3.4 Summary of the approach

A summary of the approach is given in Table 3.9. The OLSTERr#lynm performs atmo-
spheric compensation and surface temperature and enysstiieval on hyperspectral
TIR imagery. An iterative approach is used to update ingatameter estimates based on
the classification of near-blackbody pixels. A model-bakgd\) to L,(\) LUT and GRG
optimization are used to gradually remove the blackbodyrapsion. Physical values for
the estimated parameters are maintained by rescalingrttespheric compensation spec-
tra if necessary and by the boundary values on the GRG camtsfaictions.

The OLSTER algorithm is based on the ISAG,(\) to L;(\) LUT, and ISSTES algo-
rithms. The new components introduced in OLSTER includeaacdefor near-blackbody
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Table 3.9: Summary of OLSTER

Key features:

e Iterative approach to atmospheric compensation

e GRG optimization used to account fop(\) and gradually
remove the blackbody assumption

¢ Direct use of radiative transfer model results as
compensation spectra is avoided

e Implemented in IDL

e Automated

Based on:

e ISAC algorithm for the initial estimation af(\), L, (\),
and LST

e GP algorithm’sL,,(\) to Ly(A) LUT

¢ ISSTES algorithm for temperature/emissivity separation

Novel approach:

e Search for near-blackbody pixels based on compensated
brightness temperature
e GRG optimization of the atmospheric compensation spectr

D

pixels, and GRG optimization of the atmospheric compensatjgectra. OLSTER is

coded in IDL and does not require a user to stop the iteratibing next chapter describes

the experiments used to test (as well as to debug) the OLSTERptogram on both

simulated data and real image data.



Chapter 4
Experiment

The OLSTER algorithm as described in the previous chapterblean implemented in
IDL. Currently, the IDL program consists of nine procedured &unctions that are com-
piled and run from the command line using a batch file. Theiredunputs for running
the program include the at-sensor hyperspectral radianage, the sensor’s spectral re-
sponse function, the sensor altitude, and the downwelkaiance LUT corresponding
to the sensor altitude. The program provides a status updaith includes the num-
ber of near-blackbody pixels, range of the estimated LS Hseamissivities, the selected
Ly4(\) LUT, the value of the objective function and run time. In i, a report file is
generated at the end of each GRG optimization. The file re¢bedgalues of important
parameters such as the objective function, step size, nuphb®easible constraints, and
the norm of the reduced gradient for each iteration. Theegsbf these parameters are
useful for monitoring the progress of the optimization amdetermine if the optimization

was performed correctly or if the solution is degenerate.
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4.1 Initial test scene

A hyperspectral radiance image was created to test and débudL program. The
test image does not contain any spatial features. Insteadinage is simply an array of
surface parameters propagated through a uniform atmasphiée surface emissivities
used in the image include rocks, soils, water, vegetatind,man-made materials from
the ASTER spectral library (ASTER, 1999). A total of 395 matisrwere selected from
the spectral library. The values for the LSTs were generagaandomly assigning three
different temperatures, from 260 K to 320 K, to each matefien each of the temper-
atures were randomly varied by up 4#60.5 K, creating ten temperature values. In all,
there are thirty temperatures for each material, for a tuftall,850 pixels. The surface is
assumed to be flat and opaque.

The values for the atmospheric parameters were generategitibe MODerate spec-
tral resolution atmospheric TRANsmittance algorithm vamsd, MODTRAN4 (Berk
et al., 1999). The radiosonde data used in the MODTRAN sinanas an atmospheric
profile over Southern California, obtained from the NOAA Feast Systems Laboratory
(FSL) database (FSL, 2005). The sensor altitude in MODTRAN sei to 2 km, with a
nadir viewing angle, and the results from the atmosphema lmaodel radiation transport
code were resampled to 128 SEBASS sensor bands.

The values for the surface parameters and the resampledsatieric parameters
were substituted into the radiative transfer equation toegete the at-sensor radiance
for 11,850 pixels. The image has no added noise or senstacastior this initial test,
and each pixel is spectrally pure. The atmosphere is asstoespatially uniform and
cloud-free over the image.

The upwelling radiance to downwelling radiance LUT in the&JIER algorithm is

based on MODTRAN runs for a sensor altitude of 2 km. There aeeal variations



4.1 Initial test scene 101

of the scaling factors of the vertical water vapor column ahthe vertical ozone col-
umn for each of the six standard reference atmospheric gscitailable in MODTRAN,
giving a total of 726 MODTRAN runs. The scaling factors vargrfr 0.5 to 1.5 in incre-
ments of 0.1, and multiply the default values of water vapuimn and ozone column
in MODTRAN. In order to avoid values of relative humidity aleo%00%, MODTRAN
redistributes the water number density at each profilaudkito other levels as necessary
(Berk et al., 1999). The upwelling and downwelling radianc®MTRAN results were
resampled to the SEBASS sensor bands. The LUT consists reflssegn coefficients for
each standard reference atmosphere in MODTRAN as descritsstiion 2.2.6.

The search for near-blackbody pixels selects 380 pixels fitus image, and at the
end of the optimization loop, the number increases to ab®dd pixels with a minimum
emissivity of 0.97 or more. At the start of the optimizatimop, the atmospheric pa-
rameters()\) and L, (\) are near their upper and lower bounds, respectively. Afiehe
iteration of the optimization loop, the values of at least ofithe7(\) and L, (\) param-
eters move further away from those bounds. The value of tfectve function usually
decreases after each iteration. On very few occasionsathe increases or GRG fails to
find a feasible solution. In general, after OLSTER resetsath@spheric parameters to
the previous feasible values, the objective function cud@s to decrease in value.

The OLSTER algorithm selects a downwelling radiance LUT ge for each itera-
tion of the optimization loop. The LUTs that were usuallyeséd are the Mid-Latitude
Summer ( MLS45° North Latitude) and Sub-Arctic Summer ( SA®; North Latitude).
While the LUT selection based on the MLS reference atmosghévBODDTRAN4 made
sense given that the atmospheric profile for the test imagenoe the FSL database for
Southern California, the selection of the SAS LUT was injiainexpected. In practice,

the most appropriate downwelling radiance LUT may not bedet, especially for the
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first few iterations of the optimization loop, in order toisét the constraints.

While multiple starting points for the GRG optimization havet yet been imple-
mented in OLSTER, the selection of the working set of pixeterfithe near-blackbody
set (section 3.3.4) generates slightly different stargots for each run of the retrieval
algorithm. In general, running the entire algorithm nunusromes with different pixels
in the working set produced similar results for the retrceparameters.

The processing time on the testimage is about five hours on 8fde 1000 running
SunOS 5.9 with 1024 MB of memory. The preprocessing stepsrandearch for near-
blackbody pixels are completed in less than 10 minutesathé final GRG optimization
loop accounts for the rest of the processing time. The peaegsime primarily depends
on the number of variables to optimize, which affects the sizthe Jacobian matrix that
must be evaluated for the current solution at each iteration

Initially, the termination status report from the GRG optiation did not return the
ideal status that the KKT conditions are satisfied to witheetpst op tolerance. Instead,

the termination status reported was:

Noisy and nonsmooth function values,

possible singularity or error in the function evaluations.

A closer look at the GRG report file shows a steady decrease ivetlne of the objective
function for about the first twenty five line searches. Thendptimization appears to be
stalled with only fractional decreases in the value of thective function for the next
one hundred twenty five line searches. The step size takemar@snentally smaller for
these line searches. The GRG termination status and thet fdpandicate that addi-
tional work is needed on the objective function and propatiisg of parameter values.
The objective function, equation 3.26, balances the requent that the near-blackbody

emissivities need to be both spectrally smooth and flat. nbidinearity in the objective
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function may be the cause of the noisy and nonsmooth valuesedch adjustment of
the GRG variables. Another possible cause of this terminatiatus is improper scaling
of the variables. While the variables are within three oraénhagnitude, it is possible
that the values are not large enough to avoid computatianeddoff error on the order
of the value of theepst op tolerance. The benefits of achieving the ideal termination
status include increased confidence in the solution valugseluced processing time by
avoiding stalled iterations with very small step sizes.

The current approach that is used in the final GRG optimizadtiop limits the num-
ber of line searches to avoid a stalled state. The limit isetuly set to the number of
spectral channels in the dataset. Each iteration of thenagtion loop first adjusts the
atmospheric transmittance and upwelling radiance valeesectral channel, then ad-
justs the regression coefficients per spectral channetitoae the downwelling radiance,
and finally readjusts the transmittance and upwelling razBavalues. This optimization
approach works well for the initial test scene, as well assimghetic test scenes and real

sensor data that are described in the next few sections.

4.2 Synthetic test data

A set of synthetic test data was created for the purpose ohctaizing the sensitiv-
ity of the OLSTER, ARTEMISS, and ISSTES algorithms to sensmse, altitude, and
spectral miscalibration. Additional synthetic test datsswreated to test scene — specific
conditions for the special cases of night temperatures #swa desert environment.
The sensor observed radiance value per pixel for the syotiest data set was com-
puted using equation 2.12. A material was selected from tR€ER spectral emissivity

library (ASTER, 1999) and assigned a surface temperature. atimospheric transmit-
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tance, upwelling radiance, and downwelling radiance weneguted by MODTRAN (Berk
et al., 1999) using an atmospheric radiosonde profile fra®BL database (FSL, 2005),
and resampled to 128 SEBASS sensor bands.

The sensor altitude for each case was set to 2km, 6km, and, BXcept for the sensor
spectral miscalibration study, which was performed forresse altitude of 2km. A total
of 357 materials from the ASTER spectral library were ineldd Water and vegetation
materials (except for dry grass) were excluded for the desse, leaving 345 materials.
Surface temperature values were 24G + 20, and 20 C + 4 for water and vegetation
pixels. Temperatures for the night case were from 9 t6 €4 Each synthetic test image
contains 19,200 pixels.

Analysis of the sensitivity of the algorithms to sensor ross performed by adding
spectrally correlated noise derived from SEBASS imagerthéosynthetic test images.
The procedure is outlined in Table 4.1. A comparison of theadance matrices of the
estimated and synthetic correlated noise is shown in FigdreStructured noise (vertical
striping) is not modeled by this process (Peterson et all4R0Structured noise is band
specific and spatially varying.

The sensor spectral miscalibration study was performed &ensor altitude of 2km
and sensor spectral response shiftsdl5, 12.5, 6.25, and 3.125 nm (uniform shifts for
all channels). This is equivalent to physical movement ef plosition of a dispersion
grating in a sensor system during launch or maintenance.

The OLSTER run times for all the cases were approximately & bours on a Sun
Blade 1000 running SunOS 5.9 with 1024 MB of memory. The ARTEBIIun times
were about forty minutes on the same computer with a datatfag®75 MODTRAN

atmospheric LUT entries.
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Table 4.1: Process for adding spectrally correlated ndikadified from (Peterson et al.,

2004).

agrONPE

o

Select a uniform region of interest (ROI) (center pondiguFe 4.3)

Minimum noise fraction (MNF) forward transform the ROI

Select and keep bands with eigenvalues greater than Z2@&mut of 128)
Inverse MNF transform the selected bands

Obtain the zero mean dark scan estimate (DSE) by sulvigaitie inverse MNF
result from the image ROI

Perform a principal components analysis (PCA) on the DStetorrelate, save
PCA statistics

Create a synthetic noise cube of the same image dimenssotie asynthetic
scene by using the standard deviation of each PC to gengrateetic Gaussian
distributed noise

Perform an inverse PCA on the synthetic noise cube usinggyed statistics of
forward PCA in order to correlate the noise spectrally

Add noise directly to the synthetic image band by band

(a) Input covariance matrix (b) Output synthetic covari-
of the estimated dark scan ance matrix

Figure 4.1: Covariance matrices of the estimated and syotb@trelated noise.
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Figure 4.2: AHI data.

4.3 AHI data

The Airborne Hyperspectral Imager (AHI) sensor (Lucey et B998) is a helicopter —
borne LWIR hyperspectral imager from 7.5 to 1L in 256 spectral bands. The sensor
was designed to detect buried landmines from the air.

AHI data taken over a chemical plant in Texas on April 19, 20@% available for
processing in OLSTER. The chemical plant is shown in Figue Zhere is no ground
truth available for this data, but the sensor altitude wa1h. For this study, 200 bands
were selected from the 256 bands, and were binned down to fiflskia improve the
signal to noise ratio. The 2 km sensor altitude downwellimgdjance LUT was used for

the OLSTER algorithm.
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Figure 4.3: SEBASS image over an industrial area.

4.4 SEBASSdata

Hyperspectral imagery from the Spatially Enhanced Broadl#aray Spectrograph Sys-
tem (SEBASS) sensor (Kirkland et al., 2002) was availabiéfo locations, an industrial

scene, and the Megacollect scene near Rochester, NY. The SEBénsor is a line scan-
ner that operates in the LWIR from 7.5 to 13.6:.

4.4.1 Industrial scene

The SEBASS image of an unidentified industrial area is showFigure 4.3. No ground
truth information is available for this image. The sensditwde is also unknown. The

6 km sensor altitude downwelling radiance LUT was used fer@h STER algorithm.
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Figure 4.4. Targets for the Megacollect scene near Rochaé$¥edimaged using RIT’s
WASP sensor. (Raqueno et al., 2005)

4.4.2 Rochester scene

The other SEBASS image was taken on June 7, 2004, around &ath3b6cal time at a
sensor altitude of 1,043 m, as part of the RIT DIRS MegacollRe{ieno et al., 2005).
Two 25 ft x 25 ft canvas calibration tarps, one gray and onelplare included in the
scene. A small heated thermal target, located just nortihefidrge calibration tarps,
consists of a heating coil element weaved back and forthsaaostyrofoam slab, and
covered with black roofing material.

This data set also contains collected ground truth for tlibredion tarps and the ther-
mal target. The layout of the targets is shown in Figure 4eimferature measurements
are available from multiple contact thermocouples andragdR radiometer. Emissivity

measurements were made with a D&P Instruments model 102F.
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45 Experiment summary

An initial experiment designed to test and debug the OLSTER program was cre-
ated using a synthetic test image with no added noise or san#facts. The test image
contains a wide range of surface temperatures and emysspéctra from the ASTER
spectral library. A second set of synthetic test images weated to evaluate the sen-
sitivity of the OLSTER, ARTEMISS, and ISSTES algorithms toser noise, spectral
miscalibration, sensor altitude, night temperatures,addsert environment.

LWIR data is available from two different hyperspectral sessAHI and SEBASS.
The SEBASS Megacollect scene is accompanied by groundtreéisurements of surface
temperature and emissivity for three targets, and is inaporfor the validation of the

OLSTER algorithm. The results of the experiments are ptesen the next chapter.



Chapter 5

Results

5.1 Initial test scene

The numerical simulation of the initial test scene using@sSTER algorithm produced
reasonable results for the atmospheric and surface paendteasible values for the
retrieved parameters were ensured in part by the GRG optimizeonstraints. There are
no large discontinuities or spikes in the atmospheric patars or the retrieved emissivi-
ties, and the overall spectral shapes of the atmosphe@azers are correctly estimated
by the retrieved values.

The retrievedr(\) is shown in Figure 5.1 along with the truth values. The vafoes
the retrieved-(\) are slightly higher over all the bands than the truth valuéth an error
of less than 0.003. The error plot fof)) is shown in Figure 5.2. The error is not uniform
over all bands, with a spectral shape semi-correlated testimated transmittance itself.
The percent error for the retrieveéd)) is shown in Figure 5.3, with errors less than about
0.3 %.

The retrieved., (\) values in Figure 5.4 are lower than the truth values. Thelateso
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value of the error is less than 0.04/m?/srjum. The error in Figure 5.4 appears to be
highly correlated to the estimated upwelling radiancdfit3éne normalized percent error
(normalized by dividingﬁu(A) andL,(\) by L, () |mae) is shown in Figure 5.3.

The spectral shape of both the transmittance and upwelidgmnce retrieval error
changes very little from the start of the optimization looghe final iteration. The ma-
jor difference between the iterations is the bias errorsThimportant because it shows
that the GRG optimization could not completely eliminate #teospheric compensa-
tion errors, and suggests that the downwelling radiance Wa$ inappropriate or that
the LST estimates were not accurate enough for the optimigadr both. The retrieval
error is minimal at the edges of the LWIR window in Figures 512 &.4. However, in
the context of the change in bias with each iteration, thestrattance and upwelling ra-
diance error may be more correctly interpreted as havingséip® bias of about 0.003
for the transmittance error, and a negative bias of abo@500/m?/srjum for the up-
welling radiance, with the largest estimation error at tdges of the LWIR window for
both estimation errors. A positive transmittance bias 808.corresponds to a change in
brightness temperature of approximately + 0.18 K, and ativegapwelling radiance bias
of 0.035W/m?/sr/um corresponds to a change in brightness temperature ofxdppately
- 0.22 K. These equivalent errors in brightness temperatssame a surface temperature
of about 300 K, an emissivity of one, wavelength a0, and a blackbody radiance of
about 9.5/V/m?/sr/um.

The retrievedfd()\) is shown in Figure 5.7. In general, the spectral shape ofdiae
welling radiance in the image is very well approximated.ur&5.8 shows almost no bias
in the Ed(A) error. However, there are large errors in the 9.5 — L@Bregion and at the
edges of the LWIR window below 8.2m and above 13.@m. The errors are about an

order of magnitude higher compared to the upwelling radiaetrieval error. The error
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Figure 5.1: Retrieved transmittance (black) and truth (bépectra.
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Figure 5.2: Retrieved atmospheric transmittance error.
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Figure 5.4: Retrieved upwelling radiance (black) and trbth€) spectra.
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Figure 5.7: The retrieved downwelling radiance (black) aath (blue) spectra.

in the 9.5 —10.3:m region is most likely related to ozone concentration, e/kile error
at the edges of the LWIR window are related to water vapor aunggon. The second-
order polynomial coefficients used in the downwelling rad@ LUT have difficulty en-
compassing the entire range of ozone and water vapor caatentvariations, as shown
in Figure 3.11 for their respective spectral regions. \fartes of only the reference atmo-
spheric profiles in MODTRAN4 may not be sufficient for creatangeneral downwelling
radiance LUT. Thel,(\) normalized percent error is shown in Figure 5.9, with errors
generally less than about 2 % outside of the ozone region.effbet of theEd(A) error
will depend on the surface emissivity. A downwelling radiamias oft 0.1 W /m?/srjum
corresponds to a change in brightness temperature of appately + 0.06 K, assuming
a surface temperature of about 300 K, an emissivity of 0.9 veawvelength at 1@m.

The LST estimation error for the set of near-blackbody @ixeshown in Figure 5.10.

The retrieved temperatures are higher than the truth valids errors less than 0.25 K.
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Figure 5.10: LST error with respect to actual surface teiupee for the near-blackbody
pixels.

With the exception of a few localized clusters of LST estio@errors, the LST error is
inversely proportional to the increase in the actual serfemperature. The likely expla-
nation is that even for near-blackbody pixels, a higheramg&ftemperature increases the
surface emitted radiance contribution to the at-sensoamad, resulting in an improved
LST estimate. The clusters of LST estimation errors highantthe general trend are
from the last addition to the near-blackbody pixels afterfthal iteration of the optimiza-
tion loop. Simply restated, these pixels were not part of@dR&G optimization, but rather
low-emissivity pixels that were reclassified as near-tbacks at the end of the OLSTER
algorithm because their minimum emissivity values aretgraaan 0.97.

The LST estimation error for the set of lower-emissivity gdsxis shown in Fig-
ure 5.11. Most of the LST estimates for the low-emissivityets are too high. The

scatter plot shows a noticeable increase in LST error as themmm emissivity value
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Figure 5.11: LST error with respect to the minimum libraryigsivity values for lower-
emissivity pixels (black) and near-blackbody pixels (Blue

decreases. The various metal targets with a minimum entiskgs than 0.2 have a large
range of LST error from about 2 to 28 K. The large range of LSbrefor the metal
targets may be related to the downwelling radiance erroigiwhas a large influence on
very low emissivity pixels. The low emissivity pixels aresalless sensitive to a change
in the estimated LST compared to a pixel with a higher emitysdue to the reflected
downwelling radiance term dominating the sensor reachadgance. This makes the es-
timation of LST very difficult for the ISSTES algorithm on loamissivity pixels. The
LST error is mostly within 2 K for targets with a minimum emiiggy above 0.60, shown
in Figure 5.12.

Figure 5.13 shows the mean and standard deviation errorthdéoestimated near-
blackbody emissivities. The mean error is less than 0.0@t the LWIR window. The

standard deviation at each band is ab&u®.001, with larger errors at the edges of the



5.1 Initial test scene 119

LST error (K)

0.5 0.6 0.7 0.8 3.9 1.0
Emissivity | .

Figure 5.12: LST error for lower-emissivity pixels (blac&ihd near-blackbody pixels
(blue), excluding the metal surfaces. The standard dewias indicated by the dashed

lines.

LWIR window. A random sample of the estimated near-blackbenhyssivities is shown
in Figure 5.14. In general, the spectral shapes of the entissiare correct, with some
bias errors.

The retrieval error for the lower emissivity pixels in Figus.15 is much larger than
for the near-blackbody pixels, with a mean bias of about0®.8nd a standard deviation
of about+ 0.015 over most of the LWIR window. There are noticeable srawound the
ozone absorption band and at the edges of the LWIR window tbassociated with the
downwelling radiance LUT. A few of the retrieved emissiegiare shown in Figures 5.16
and 5.17. In general, the spectral shapes of the ASTER Yilgarissivities are well
approximated. However, in Figure 5.16 there are a few retdeemissivities with errors

where the atmospheric parameters were over-compensadeth@i. ST overestimated.
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Figure 5.13: The mean (solid) and standard deviation (dBstmaissivity error for near-
blackbody pixels.
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Figure 5.14: Retrieved emissivity (black) and truth (blu) three random pixels from
the near-blackbody set.
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Figure 5.15: The mean (solid) and standard deviation (dBsdmaissivity error for lower-
emissivity pixels.

Again, these errors are more obvious at the edges of the LWitdaw and around the
0zone absorption band.

The results from a spectral angle mapper (SAM) classifinatiothe retrieved emis-
sivities are shown in Figure 5.18. The SAM classification suees the spectral angle in
radians between each retrieved emissivity vector and agponding reference emissivity

vector in the spectral library according to

t-r
a =cos <7> , (5.1)
£l - 7|

wheret is the test spectrum andis the reference spectrum. A smallvalue indicates
high spectral similarity. The pattern of the classificatewror is similar to the LST error

plots, with large errors for the low emissivity metals. Exdihg the metals, the retrieved
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Figure 5.16: Retrieved emissivity (black) and truth (blug)$even random pixels from
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Figure 5.17: Retrieved emissivity (black) and truth (blug)$even random pixels from
the lower-emissivity set.
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emissivities are spectrally similar to the reference emwit#ss in the ASTER library and
are well within the ENVI default classification threshold®1.0 radians. The classifica-
tion threshold is noted here for the purpose of providingferemce only. In practice, the
SAM classification threshold is user-adjusted.

The range of emissivity values for this initial test scenaigeneral more complex
than what would be expected for an actual scene from an aebsensor, where metal
surfaces will have a higher emissivity due to weatheringase roughness and contami-
nation with natural materials (dust and dirt). Also, theganf simulated LSTs in this test
scene is very broad and generally unrealistic (260 K to 32@R\Kyide range of emissivity
values and surface temperatures were selected for thal it@isit scene in order to deter-
mine potential limitations of the OLSTER algorithm. Theuks in the next section are
from synthetic scenes with a smaller range of surface teatpers and have emissivity

values higher than 0.6 to better represent actual scenes.

5.2 Synthetic test scene

The results for the synthetic test scenes are presentedisdttion in the form of LST,
LSE, and SAM error plots. The mean error and standard dewiatie shown for the no
noise added, 3000:1 SNR, 1000:1 SNR, 500:1 SNR, 100:1 SNR, eigiperatures (cold
surface), and desert (no water or vegetation) cases. Thesatrsensor altitudes of 2 km,

6 km, and 10 km are shown for each case.

52.1 OLSTER resaults

The OLSTER retrieved LST errors for the synthetic test sseme shown in Figure 5.19.
OLSTER LST errors are within about 1 K down to a SNR level of B0E&rrors increase
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Figure 5.18: Spectral angle in radians between retrievedsarities and library emis-
sivities. The lower-emissivity pixels are in black, and thear-blackbody pixels are in
blue.

for the desert case, night temperatures, and a SNR of 10(id désert case represents
a violation of the OLSTER algorithm’s assumption of somernedalackbody pixels in
each scene. The poor starting point for the atmosphericteas for the desert case is
difficult to overcome using the GRG optimization.

The OLSTER retrieved LSE errors for the synthetic test ssemme shown in Fig-
ure 5.20. OLSTER LSE errors are within about 0.01 down to a 8N& of 1000:1. The
SAM results, shown in Figure 5.21, represent the spectrglealbetween the retrieved
LSE and the actual emissivity for the synthetic scenes. SAlMes of less than 0.01
radians generally result in the correct material identiioca This level is achieved for a
SNR of at least 500:1.

Higher values for atmospheric transmittance at lower seaitudes provides a better
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Figure 5.19: OLSTER retrieved LST error.
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Figure 5.20: OLSTER retrieved LSE error.
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Figure 5.21: OLSTER retrieved SAM error.

SNR for the surface emitted radiance, which should resslitialler errors at lower sensor
altitudes. This is not necessarily the case with the datavemOLSTER algorithm,

which selected different sets of near — blackbody pixelsaghesensor altitude for the
same test case. These different starting points lead toathedwresults in the sensitivity
to the sensor altitude. The 2 km sensor altitude, 500:1 SMR itaparticular included a
large number of low-emissivity pixels into the set of nealackbody pixels. The data —
driven approach also has difficulties with night tempemdumwhere the signal from the
upwelling and reflected downwelling radiance from a potdlytiwarmer atmosphere will

dominate the signal from the surface emitted radiance. Atnigdiosonde profile was
not available for the synthetic test scene. The bottom laf/ére FSL radiosonde profile

used for the test scene is about 10 K warmer than the simutagetLSTSs.
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522 ARTEMISSresults

The atmospheric parameter database of MODTRAN resultséohRTEMISS algorithm
used in this study contains 66 radiosonde profiles (MODTRANioled, FSL, SSEC, and
NAST-I databases) with 11 water vapor (WV) and 11 ozone sgatamiations, for a total
of 7,986 LUT entries. The entries with a WV scaling factor ofnb caling) from the
FSL radiosonde used to generate the synthetic scenes wereed from the LUT for the
ARTEMISS test, leaving 7,975 LUT entries available for ARMESS.

The ISSTES results in the next subsection represent thepossible results for
ARTEMISS, in which the actual MODTRAN atmosphere is seledtadevery run. In
practice, the ARTEMISS results should lie somewhere betvike results presented in
this subsection and the ISSTES results, depending on ta@szvariability of the atmo-
spheric parameter database of MODTRAN results and how wekhd¢tual atmosphere in
a scene can be represented by a given database.

The ARTEMISS LST results, shown in Figure 5.22, exceed aoref 5 K for all
cases. However, the LST error does not increase with higivetd of added noise, even
down to 100:1 SNR. With the exception of the 100:1 SNR case at 2kd for the night
scene, the LST errors are generally smaller for a lower saistude. The ARTEMISS
LSE errors, shown in Figure 5.23, follows the same patteth WSE error of 0.1 or higher
for all cases.

The SAM values for the ARTEMISS results in Figure 5.24 shoarge spectral angle
of 0.02 radians or more for all cases, representing poormadigentification results using
a SAM classifier. The ARTEMISS results overall suggest themial for small LST and
LSE mean errors, regardless of the sensor SNR, if the atmosplaeameter database of
MODTRAN results contains a very close match to the actual apheric parameters.

A repeat of the ARTEMISS experiment was performed withoul@king any entries
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Figure 5.23: ARTEMISS retrieved LSE error.
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Figure 5.24: ARTEMISS retrieved SAM error.

from the TLD database. This experiment represents an idesd for the ARTEMISS
algorithm when the actual atmospheric properties for te@as@re modeled and included
in the TLD database. The results are shown in Figures 5.25, &and 5.27. The LST,
LSE and SAM error results are much lower than for the excluddd case, with mean
LST errors of about 1K, mean LSE errors of less than 0.02, akd 8alues of less
than 0.01 radians for all test cases except the simulatdut (egld surface) case and
the 1 km 100:1 SNR case. It should be noted that ARTEMISS dicselect the exact
atmospheric compensation spectra from the MODTRAN TLD dzgab In general, the
correct radiosonde was selected, with an incorrect ozasengoof 1.2 instead of 1.0 (no
scaling). The large errors for the simulated night (coldesze) case and the 1 km 100:1
SNR case are caused by a poor ISAC estimate of the atmosplrargmittance in the

selection of candidates from the TLD database.
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Figure 5.25: ARTEMISS retrieved LST error. The ARTEMISS TldBtabase includes
the atmospheric spectra used to generate the synthetiesscen
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Figure 5.26: ARTEMISS retrieved LSE error. The ARTEMISS TdBtabase includes
the atmospheric spectra used to generate the synthetiesscen
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Figure 5.27: ARTEMISS retrieved SAM error. The ARTEMISS Tldatabase includes
the atmospheric spectra used to generate the synthetiesscen

5.2.3 ISSTESresults

The ISSTES results represent the best case for the ARTEMIB®ASTER algorithms
of a perfect atmospheric compensation. A near perfect gith@yg compensation would
require selecting an entry in the atmospheric parameter that exactly matches the
actual atmosphere for ARTEMISS, and an ideal starting peiat optimization by OL-
STER.

The ISSTES LST errors in Figure 5.28 are all well under 1 K. Anparison of the
desert case (no water or vegetation) with the no noise casgssan increase in LST
errors with lower emissivities in a scene. The ISSTES alboriis relatively insensitive
to sensor noise and night temperatures, and a general tremdatier LST errors with a

lower sensor altitude is observed. The ISSTES LSE errorgur€ 5.29 are about 0.01 or
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Figure 5.28: ISSTES retrieved LST error.

smaller for all cases. The SAM results in Figure 5.30 are all under the ideal threshold

of 0.01 radians.
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Figure 5.31: Spectral miscalibration LST error.

5.2.4 Spectral miscalibration results

The LST and LSE errors for the 2 km sensor spectral miscaitratudy are shown in
Figures 5.31 and 5.32, respectively. OLSTER errors are rraveér than for the ARTE-
MISS or ISSTES algorithms. OLSTER is capable of retrievi@yk to within 1 K, with
the exception of spectral shifts ef 3.125 nm andt 25 nm. The smallest LST error
using ARTEMISS is 3.45 K at a spectral shift-6f3.125 nm. The lowest LSE error using
OLSTER is 0.01 at- 6.25 nm and+12.5 nm spectral shifts.

The SAM results, shown in Figure 5.33, are within about O&dians for OLSTER



5.2 Synthetic test scene

135

except for the+ 25 nm spectral shift. The SAM classifier should be able toemly
identify materials given the small spectral angle betwéenQLSTER retrieved LSE and
the spectral library.

Errors for all algorithms appear to be specific for a givercsjaé shift. A small shift
does not always produce smaller errors than a larger shift. algorithm results depend
on whether a shift in the spectral response of the sensor®eata particular edge of an
atmospheric spectral feature. The ARTEMISS results arsdahee for both the full TLD
database and the partial TLD database, with the exceptitimeatero shift (no spectral
miscalibration) case.

The OLSTER and ARTEMISS algorithms in general outperform BBSTES algo-
rithm for the sensor spectral miscalibration case. The @gmnyngoal of the OLSTER and
ARTEMISS algorithms is to retrieve accurate land surfaceupeters, which requires
an accurate compensation of the atmospheric parametevgeudn for data with sensor
spectral miscalibration issues, the optimal atmosphengpensation spectra to use may
not match the physical atmospheric parameters that may lasured by a radiosonde
profile over the scene. The OLSTER and ARTEMISS algorithreseffiectively absorb-
ing the spectral miscalibration errors in the atmosphesiopensation spectra. The opti-
mization of the atmospheric compensation spectra perrgpettannel allows OLSTER
to achieve better LST and LSE results than ARTEMISS.
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Figure 5.32: Spectral miscalibration LSE error.
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5.3 AHI data

The OLSTER results for the AHI data are shown in Figure 5.34.il&o ground truth
information is available for this image, the test on the Adtaldemonstrates that the
OLSTER algorithm can be applied to various sensor data.

The LST results in Figure 5.34(a) in general show relativsgler surface temper-
atures for the canal and pipes, and hotter temperaturebdditildings and roofs. The
minimum emissivity value of about 0.98 for the canal is ajppiate. The sensor noise
is apparent in the minimum emissivity results in Figure 834 The SAM results in
Figure 5.34(c) are mostly within 0.01 radians.

A region with a minimum emissivity value of 0.65 and a SAM walof 0.02 radians
is visible in Figures 5.34(b) and 5.34(c). The spatial shafp@e region suggests that it
could be a plume. The retrieved emissivity spectra (not shidar the pixels in this region
have a general shape of the estimated atmospheric traaso@tfor the entire scene with
some additional spectral structure in the 9 -0 region. However, the binned spectral
bands (from 256 bands to 50) can not resolve sharp specatalrés to compare with

known gases.
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(a) LST map (b) Minimum (c) SAM map
emissivity per comparing the
pixel OLSTER results

to the ASTER
spectral library

Figure 5.34: OLSTER results for the AHI data.
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5.4 SEBASSdata

54.1 Industrial scene

The sequence of images in Figure 5.35 shows the pixels fitaksis near — blackbody
pixels at various steps in the OLSTER algorithm. The firgp steFigure 5.35(a) shows
the pixels that the modified ISAC algorithm selected basetthemange of values over the
LWIR window for each pixel. Pixels with a range less than theliae for all image pixels
are shown in red. This modification to the ISAC algorithm iguieed for this image since
high emissivity pixels do not dominate this desert indasscene. The first step correctly
selected the pond pixels. It also incorrectly selectedlpixethe industrial area in what
appears to be shadow areas.

The second step in the selection of near — blackbody pixe&ls beth the correlation
with 7(\) and the concavity metrics as described in subsection 3TRi.step correctly
removed most of the low emissivity pixels in the industrieda as well as some pixels in
the center and right ponds, as shown in Figure 5.35(b). Tkedgin the ponds that were
removed may be affected by the sensor structured noisempattng the scan track.

The final step eliminates low emissivity pixels from the dat@ar — blackbody pixels
based on the initial LSE estimates. This step removed ah@tdw emissivity pixels in
the industrial area, as shown in Figure 5.35(c). Additigruadd pixels were also removed,
which are also associated with the sensor structured naiserp along the scan track.

The OLSTER retrieved atmospheric transmittance, upwgltadiance, and down-
welling radiance spectra are shown in Figures 5.36, 5.3d,5a88, respectively. The
general shape and values of the atmospheric compensagotiaspppear comparable to
a MODTRAN run for a Mid-Latitude Summer profile. However, theestra are not as

smooth as expected, particularly around B8 and in the spectral regions from 12.2 —
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(a) ISAC step (b) Classified us- (c) Classified us-
ing both correla- ing the initial LSE
tion and concav- estimates
ity metrics

Figure 5.35: OLSTER classification of near-blackbody xel
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Figure 5.36: OLSTER retrieved transmittance for the indalsEEBASS scene.

12.8;m and from 13.2 -13.gm.

The OLSTER retrieved LST maps are shown in Figure 5.39. Grdurth temper-
atures are not available for this scene. The water pondslattb®/ areas are relatively
cooler than the rest of the scene, while some of the buildamglsan area on the right side
are the hottest. A vertical line can be seen on the left sidbeof. ST map along the scan
track, which is caused by structured sensor noise.

A segment of the LST map is shown in Figure 5.39(b). The disggdaemperatures
are thresholded at 300 K in order to view the thermal streotdithe ponds. The left pond
has LSTs that are warmer along the bottom edge. This warm appears to flow into
the cooler center pond. The flow pattern can be seen as isdhtecenter pond.

The right pond contains a hot source at a point on the bottdinsitte of the pond.
The warm water from the hot source does not appear to flow dalegdge as it does in

the left pond, but rather it diffuses over the entire pondis Buggests that the right pond
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Figure 5.37: OLSTER retrieved upwelling radiance for thduistrial SEBASS scene.
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Figure 5.38: OLSTER retrieved downwelling radiance foritigustrial SEBASS scene.



5.4 SEBASS data 144

is enclosed and does not flow into another pond. However,ritieegoond is not visible
in the SEBASS image and no ground truth is available to vehify claim.

The minimum emissivity map and SAM results are shown in Fegud0. The min-
imum emissivity per pixel over the LWIR of the left pond and motthe center pond
is higher than 0.96 and is appropriate for water. Howeverugbper right portion of the
center pond and all of the pixels in the right pond have a mimmemissivity that is low
for water. This appears to be caused by structured sensse,rnms a spatial region of
larger errors along the scan track (vertical) on the riglgiesdf the minimum emissivity
and SAM maps can be seen. A column of low emissivity valueshendft side of the
minimum emissivity map is also visible and corresponds ¢éostiime line that is visible in
the LST map.

The SAM values are mostly within 0.01 radians for most of thage, especially for
the ponds and other natural surfaces. SAM values of lessQttdnradians generally
indicate a good match between the OLSTER LSE and the spextrigbivity from the
ASTER library. Most of the spectral library is comprised atural materials.

The SAM classification maps for four material classes arevsho Figure 5.41. Pix-
els with a SAM value of less than 0.01 radians for a particclass are shown in yellow.
The ponds were correctly classified as water, except forigfint edge of the right pond.
Again, this is mostly due to the sensor noise issue alonggheedge of the image. Some
pixels in the industrial area were also classified as water.

Hornfels, a type of rock used as construction aggregateideasified along what ap-
pears to be a road at the bottom of the scene, as well as oopsoffhe pixels identified
as paint are scattered around the scene but are mostly ¢oateeron top of some struc-
tures in the industrial area. Asphalt roofing shingle is tdexal as the primary material

of a large building. Shingle is also identified on smallertiees of other roofs in the
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Figure 5.40: OLSTER results for the industrial SEBASS inmrgige
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industrial area.

The locations of seven pixels in the SEBASS industrial scamelabeled in Fig-
ure 5.42. The LST and LSE results for these pixels are showsgares 5.43 — 5.49.
The OLSTER LSE, cubic spline smoothed LSE, and the emigsfithe best match in
the ASTER spectral library are shown for each pixel, alontipwie retrieved LST value.

A cubic spline smoothing fit (Choi, 2002; Gao et al., 1998) te @LSTER LSE is
included in each plot for display purposes to facilitate toenparison with the library
emissivity. The recommended tension value to use is in thgeaf 20 to 40. However,
these tension values smooth over some important spec#iairés, particularly around
the 8.6um region of some silicates. A tension value of 3 is used foselots. Overall,
the spectral shape and values of the OLSTER LSEs and thegspamding best match in

the library are similar, and the identification of these mate in the scene is reasonable.
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(a) Water (b) Hornfels (c) Paint (d) Shingle

Figure 5.41: SAM classification of the OLSTER LSE resultsagsihe ASTER spectral
library.
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Figure 5.42: Locations of the selected points A through GHerLSE comparison.



5.4 SEBASS data 150

Mamne: Distilled Water 3 LST = 297.318 K
T T T T T T T [ T

Q.98

Ermniggivity
=3
0w
-]
I

o

5]

2
I

=Y R P PR T Ll

] 9 10

11 1z 13 14
Wavelength {um)

Figure 5.43: OLSTER retrieved LSE (black line) for point Aentified as distilled water
(red line) with a temperature of 297.3 K. The blue line is aicdpline smoothed fit of
the OLSTER LSE.
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Figure 5.44: OLSTER retrieved LSE (black line) for point Beiified as sea foam (red
line) with a temperature of 294.1 K. The blue line is a cubitingpsmoothed fit of the
OLSTER LSE.



5.4 SEBASS data

151

Figure 5.45: OLSTER retrieved LSE (black line) for point Cemtified as construction
concrete (red line) with a temperature of 300.7 K. The bloe is a cubic spline smoothed
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Figure 5.46: OLSTER retrieved LSE (black line) for point Bentified as a copper metal
(red line) with a temperature of 303.1 K. The blue line is aicpline smoothed fit of

the OLSTER LSE.
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Figure 5.47: OLSTER retrieved LSE (black line) for point Bemtified as basalt (red
line) with a temperature of 296.9 K. The blue line is a cubitngsmoothed fit of the
OLSTER LSE.
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Figure 5.48: OLSTER retrieved LSE (black line) for pointdemtified as limestone (red
line) with a temperature of 300.5 K. The blue line is a cubitingpsmoothed fit of the
OLSTER LSE.
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Figure 5.49: OLSTER retrieved LSE (black line) for point @emtified as rhyolite (red
line) with a temperature of 303.9 K. The blue line is a cubitingpsmoothed fit of the
OLSTER LSE.
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Figure 5.50: OLSTER LST map for the Rochester SEBASS data.

5.4.2 Rochester scene

The OLSTER retrieved LST map for the SEBASS Megacollectsecerar Rochester, NY
is shown in Figure 5.50. The large calibration tarps andntiaértarget are located in
the center of the LST map. The tarps, thermal target, carsrandus other calibration
targets are the hottest pixels in the scene. The OLSTER @&stthatmospheric compen-
sation spectra are shown in Figures 5.51, 5.52, and 5.53.shifyge and values of the
atmospheric transmittance and upwelling radiance in ge@ee similar to MODTRAN
values for a Mid-Latitude Summer profile.

A plot of the OLSTER LST mean, minimum, and maximum valuesrfr@gions of
interest (ROIs) for the three calibrations targets is showfigure 5.54. The OLSTER
results are compared to groundtruth measurements front iedjidual sensors (up to
three contact thermocouples (TC) on each canvas tarp, aratiagstR radiometer for
each target). A contact TC on the thermal target malfunetipand is not shown in the
plot. The east — right contact TC for the black tarp was fountd disconnected at the

end of the collect, and is also not shown in the plot. The uneatar heating due to the
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Figure 5.51: OLSTER retrieved transmittance for the Ro@€3EBASS scene.
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Figure 5.52: OLSTER retrieved upwelling radiance for the liester SEBASS scene.
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Figure 5.53: OLSTER retrieved downwelling radiance forexhester SEBASS scene.

irregular surface of the canvas tarps is one explanatioth®wariability in the contact
TC measurements.

Overall, the range of OLSTER LST values are within 1 K for mokthe ground
measurements. However, the OLSTER minimum, maximum, arehrb&T values for
the gray tarp ROI are higher than the ground measurementsday 8.5 K to 3 K.

The OLSTER LSE results are shown in Figures 5.55, 5.56, &id 3n general, the
OLSTER LSE results match the D&P Instruments model 102F aredsemissivities in
the 8.5 — 12.5:m region. At the edges of the LWIR window, the OLSTER LSE result

display some residual atmospheric features.
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Figure 5.54: OLSTER retrieved LST compared to ground tratiitfe Rochester SEBASS
scene.

o

o

0.8

o

-

0.6

[ T N O T T T ST W T O O O T VIO T A Y AN
g 10 1 12 13
Wavelength ()

[

Figure 5.55: OLSTER retrieved LSE (black line) for the blaakvas tarp and the mea-
sured ground truth emissivity (blue line).



5.4 SEBASS data 158

.

o

0.8

0.7

0.8

s b L a1
10 11 12 13
Wavelength ¢

o
w

Figure 5.56: OLSTER retrieved LSE (black line) for the graywas tarp and the mea-
sured ground truth emissivity (blue line).
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Figure 5.57: OLSTER retrieved LSE (black line) for the rubbeermal target and the
measured ground truth emissivity (blue line).
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5.5 Discussion

In the initial test of the OLSTER algorithm, the overall spatshapes of the estimated
atmospheric compensation spectra are correct with no mliseaties. The errors in the
estimated atmospheric compensation spectra are printaa$yerrors and errors associ-
ated with the ozone and water vapor absorption regions.

The results for the LST retrieval showed an expected inergelsST error with lower
surface temperatures and lower emissivity values. Thelynogtrestimated LSTs corre-
spond to underestimated emissivity values. The spectageshof the emissivity spectra
are generally correct, with an increase in bias errors atifdets in the ozone absorption
region and at the edges of the TIR window as emissivity valleesease.

The sensitivity analysis study using the synthetic tesheselemonstrate OLSTER’s
ability to retrieve LSTs to within about 1 K and LSEs to witlahout 0.01 for a SNR of at
least 500:1 (spectrally correlated noise only) for sceniés some blackbody pixels and
thermal contrast. OLSTER is also relatively less sensttiveensor spectral miscalibra-
tion issues compared to the ARTEMISS algorithm, with LSTgimiabout 2 K and LSEs
to within about 0.04 for most of the spectral shifts.

The ARTEMISS results depend on the size and variabilitysodiimospheric database,
and how well the database can model the scene’s atmosphezadatabase used in this
study may be too small. A larger database should improve REEMISS results, limited
by the performance of ISSTES. ARTEMISS is relatively ins@resto sensor spectrally
correlated noise, since it does not use a data — driven agprodlowever, it is very
sensitive to sensor spectral miscalibration issues.

An ARTEMISS experiment that included the actual atmosmhparameters for the
scene in the TLD database shows an improvement in the residisever, ARTEMISS

was not able to select the correct atmospheric compensspiectra for the scene. For
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most cases, ARTEMISS selected the same FSL radiosondeepxitfil a different ozone
scaling factor. A comparison of the ARTEMISS results usimgfull TLD database with
the ISSTES results shows how a small change in the ozonegdaliscaling factor of
1.2 instead of 1.0 for all cases except for the cold surfackl®®:1 SNR at 2 km) can
lead to an increase in the LST and LSE retrieved errors. Muadi€ins to the algorithm’s
selection of candidate atmospheres, currently using ISAG,the ARTEMISS spectral
smoothness function may lead to improved results.

While ground truth information is not available for the SEBABIdustrial scene, the
LST maps and material ID maps appear to be reasonable. Thedstls compared to
emissivities from the ASTER spectral library show a goodagpieric compensation in
general. OLSTER initially failed with unphysical values tbhe atmospheric parameters.
An inspection of the industrial scene showed that the firktraa consisted of very low
radiance values, possibly used for sensor calibration.r@sdts presented in this chapter
were obtained by ignoring the first column.

The ARTEMISS algorithm was also applied to the SEBASS inthisind Megacol-
lect scenes with poor results (not shown). The ARTEMISSresed emissivities are
too low with a maximum emissivity of less than 0.5 for most ¢énand the estimated
surface temperatures are too high with a bias of at least ZBhK.ARTEMISS results
show that the MODTRAN generated TLD atmospheric databased®&67entries from
global radiosonde profiles does not contain enough vamald perform atmospheric
compensation for any given scene. In general, the ARTEMI§&ishm will be limited
by the size and variability of its TLD database for real sertsda. Validation work for
the ARTEMISS algorithm on sensor data was not found in tlegdture review. How-
ever, good results using an upgraded version of ARTEMIS® baen claimed, based on
unpublished results (Borel, 2007).



5.5 Discussion

161

The SEBASS Megacollect validation of the OLSTER algorithemenstrates a LST
retrieval within about 1 K for the black tarp and the thernabet, and within 1 K to
3 K for the gray tarp. The comparison of the OLSTER retriev&d land ground sensor
measured temperatures for the large tarps shows the diffissociated with making a
representative ground sensor measurement of a rough swftituneven solar heating
due to projected area effects. The LSE retrieval is withiowl®.01 over the 8.5 — 13
1m spectral region for the canvas tarps. The LSE error at thesedf the LWIR window
are a result of residual atmospheric features that haveeet bompletely compensated
for. In general, the spectral shape of the OLSTER retriemed®vities match the ground
truth measurements well with very little bias error. Thedasions and future work are

presented in the next chapter.



Chapter 6

Conclusions

A new algorithm was developed for atmospheric compensatihsurface parameter re-
trieval of hyperspectral TIR images. The OLSTER algoritrecoaunts for downwelling
radiance and can retrieve the emissivities from both nbam@éman-made materials. The
main steps in the algorithm include a preprocessing steptesative search for near-
blackbody pixels£(\) ~ 1), and a constrained optimization of the atmospheric param
ters.

The preprocessing step simplifies the retrieval problerh @iblackbody assumption
to provide initial estimates of the atmospheric parametits) and L, ()\), and surface
temperatures. The estimated parameters are refined dodrsgéarch for near-blackbody
pixels by performing linear regressions on the pixels trest Isatisfy the blackbody as-
sumption. Finally, the blackbody assumption is relaxed| @@ remaining terms in the
RTE are solved for. The downwelling radiandey()), is estimated fronL,,(\) using a
LUT of regression coefficients. The temperatdrg;:), and emissivityz (z, \), estimates
are retrieved using the ISSTES algorithm with a modified spksmoothness function.

The atmospheric parameters are then optimized in a GRGivelabp that minimizes
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the spectral smoothness measure of:he ~ 1 pixels while satisfying constraints that
ensure physical results.

A TIR initial test image was created with surface materiatsrf the ASTER spectral
library, with a range of emissivities from about 0.15 to 1la@d a range of LSTs from
260 K to 320 K. The test image contains 11,850 spectrally pixels. The search for
near-blackbody pixels selects 380 pixels in four iteragicend the optimization loop is
completed in eight iterations. The spectral shapes of tm@spheric parameters are re-
trieved accurately, in general, with a maximum transmdaéaerror of + 0.003, a maximum

upwelling radiance error of - 0.03;%—, and a maximum downwelling radiance error

m2srum

of - 0.3 mQZ‘T’Mm. The errors for LST are mostly within 2 K for surfaces with anmmum
emissivity of 0.5 or higher, and within 0.3 K for the neardkhody pixels. However,
accurate LST retrieval on very low emissivity(§) ~ 0.15) metal surfaces was difficult,
with errors from - 2 K to about + 30 K. The spectral shape of #teeved emissivities
generally matched the materials in the spectral librarth V@rger errors for lower emis-
sivity values, particularly in the ozone absorption speategion and at the edges of the
TIR window. The emissivities were mostly underestimatetijolv corresponds to the
mostly positive bias for the LST estimates.

Results from the initial test led to improvements in OLSTER®Sgessing speed and
memory requirements, adaptive GRG constraints, and an dedatownwelling radi-
ance LUT. The computational memory requirement is direxlgited to the number of
variables that are adjusted in GRG. The approach of using @vet()\) and L, ()\)
variables requires a large Jacobian matrix that must be:@ted for each iteration of the
GRG algorithm. Scaling factors far(\), L,()\), andL,()\) are the GRG input variables
for the initial GRG step. With only three variables to adjtise number of constraints are

also reduced to fewer than two. An initial GRG optimizatioriteé scaling factors before
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the final GRG optimization per band generally reduces theergence time. Adaptive
GRG constraints relax the bounds in the initial iterationha&f dptimization loop if GRG
fails to converge. The constraints are then tightened tmpte a faster convergence. An
expanded LUT uses additional model atmospheres genersitegl radiosonde data and
a greater range of ozone and water vapor variations. ThendeplaL UT also required a
new process to select the best LUT entry for OLSTER to use. JI®TER IDL code
does not require user inputs during processing. Howevdgualenask and removal of
bad columns and noisy bands may be required in preprocessing

A sensitivity analysis of the sensor altitude, noise, anecspl miscalibration was
performed. Special cases of a desert environment and acaghtwere also tested. OL-
STER is capable of retrieving LSTs to within about 1 K and L$&svithin about 0.01
for a SNR of at least 500:1 for scenes with some blackbodylpimed thermal contrast.
OLSTER is also relatively less sensitive to sensor spectistalibration issues compared
to the ARTEMISS algorithm, with LSTs within about 2 K and LSti&swithin about 0.04
for most of the spectral shifts.

A validation of the approach using TIR hyperspectral imgdesm the AHI and SE-
BASS sensors with ground truth for the Megacollect scenepga®rmed. The OLSTER
algorithm retrieved LSTs to within about 1 K for the blackpgand the thermal target,
and within 1 K to 3 K for the gray tarp. The LSE retrieval is wittabout 0.01 over the
8.5 — 13um spectral region for the canvas tarps. The OLSTER algornighearrently one
of only a few algorithms available that have been documetdeétrieve accurate land
surface temperatures and absolute land surface specissligities from passive airborne

hyperspectral LWIR sensor imagery.
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6.1 FutureWork

The main areas for future work include implementing mudtigtarting points in OL-
STER, a repeat of the night scene simulation, continued atidid of the OLSTER al-
gorithm using new sensor data with corresponding grourtth tmeasurements, and an
analysis of the size and variability of the atmospheric biase required for ARTEMISS.
Multiple starting points in OLSTER may be able to improve th&ieval results for the
desert and night temperature cases. For example, OLSTE&sphraric compensation
results for an adjacent scene may be applied to a desert lilighto provide OLSTER
with a different starting point. The night scene simulatshrould be repeated using both
cold surface temperatures and an atmosphere modeled usightaadiosonde profile.
The validation of the OLSTER algorithm should continue aditt@hal sensor data with

ground truth measurements are made available.
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Appendix A

Requirementsfor running OLSTER

The OLSTER algorithm is coded in the Interactive Data LamgguéDL) version 6.1.
The minimum requirement for running OLSTER is IDL versiod,5vhich includes the
ConstrainedMin function for GRG optimization. Access to the radiativartsfer code
MODTRANA4 is needed to generate a LUT of upwelling radiancedemlvelling radi-
ance regression coefficients for the appropriate senstarddt The upwelling radiance
and downwelling radiance values need to be resampled usengédnsor’s spectral re-
sponse function before computing the regression coeffEigndatabase of atmospheric
radiosonde profiles with global coverage is required folMi@DTRAN runs.

The input data for OLSTER includes a LWIR hyperspectral nackeimage (nadir or
near-nadir viewing angle), the sensor spectral respomse;eomputed LUT of upwelling
radiance to downwelling radiance regression coefficiesuts| the sensor altitude. It is
necessary to remove any bad data lines and areas with cloumstiie image before
running OLSTER to avoid violating the algorithm’s assuraps. After compiling the
program files and selecting the filenames for the input daa(LSTER code requires

no additional user inputs. The OLSTER code provides usefahiation for monitoring
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its progress, such as the number of near-blackbody pixtdsted, previous and current
objective function values, GRG inform values, and the mimmand maximum values of
the atmospheric compensation spectra, LST and spectraptSigminary estimates. The
output results from OLSTER includes the atmospheric corsgigon spectra, estimated

LST per pixel, and estimated spectral LSE per pixel.



Appendix B

Determining if OLSTER resultsare

reasonable

In the absence of ground truth surface temperature and igityisseasurements, other
methods are available to determine if the results from OLS&Ee reasonable in a qual-
itative sense. The methods involve an analysis of the OLSid#feved LST and LSE
products, the atmospheric compensation spectra, and theadpiR@ization inform values
and objective function results.

A map of the OLSTER retrieved LST per pixel should be examittedetermine if
the values are reasonable given the location of the imageesdke time of day, and
scene content. The OLSTER retrieved spectral LSE shoulthtoa minimal amount
of residual atmospheric features that have not been corafgehfor. The sharp spectral
signatures correspond to atmospheric absorption or emnisatures, such as the 1Lmn
water vapor absorption feature, the @u@ region for ozone, and water vapor and carbon
dioxide features at both edges of the LWIR window.

Image areas containing water pixels should have high evitissialues, generally
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higher than 0.96. Healthy vegetation should have emisssvigreater than 0.9. It is
useful to display the minimum emissivity over all sensorrotes per pixel, as shown
in Figure 5.40(a) for the industrial SEBASS image. A map @& thinimum emissivity
per pixel may show unexpected spatial patterns for a givessabf surface materials that
can correspond to structured sensor noise, sensor radioatbration issues, and non-
uniform regions of atmospheric compensation.

The OLSTER retrieved spectral LSE can also be compared tecrapdatabase of
material emissivities, such as the ASTER spectral librArglassifier, such as the spectral
angle mapper, can report the best match in the databasexpkapd how close the match
is. Displaying the results with a user adjusted thresholdlagsification, as shown in
Figure 5.40(b) for industrial SEBASS data, may reveal ulyttey issues with the surface
parameter retrieval.

Another useful way to display the OLSTER retrieved emis&siis to plot the spectral
emissivities for all pixels on a single graph. Most naturaltenials have emissivities
greater than 0.9, and an overplot of all the LSEs may helpriohitte if they are biased
or have residual atmospheric compensation errors. Alsenwhere are no LSE values
greater than 0.9, it may be an indication of bias errors inatin@ospheric compensation
spectra, in particular the atmospheric transmittance.

The spectral shape and values of the atmospheric compamsakctra can be com-
pared to reference atmospheric transmittance, upwelliid@nce, and downwelling radi-
ance spectra generated using MODTRAN with default profilaser defined radiosonde
profiles. Large errors in the shape of the atmospheric cosgtiem spectra should also
correspond to similar spectral shape errors in the retlieveissivities.

Finally, the objective function values and GRG inform valaégach iteration of the

GRG optimization loop can be used to examine the convergdrtbe optimization step.
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The objective function value should decrease at eachiberalf progress appears to be
slow or stalled, the solution may be at a local minimum whitpuires a different starting

point.



Appendix C

Thingstotry if OLSTER isnot working

for you

The results of the OLSTER algorithm are generally dependerthe spectral shape of
the atmospheric compensation spectra from the initiatinadtep. Bias errors are easy to
overcome in the initial optimization loop using atmospbegaling factors. Errors in the
spectral shape of the atmospheric compensation spectrdbenegused by an improper
selection of near-blackbody pixels, sensor noise andredidn issues, and a non-uniform
atmosphere over the entire image. The locations of thelslaakbody pixels should cor-
respond to water and vegetation pixels, in general. Imageegtation or masking may
be required to remove areas of the image that are incorreletbgified as near-blackbody
pixels due to sensor noise issues or low thermal contragtyNiata lines along the sen-
sor’s scan track and dead pixels or lines should also be redhfsom the data set. The
OLSTER algorithm assumes a nadir or near-nadir sensor ngeamgle. Data columns
along the edges of the scan track may need to be removed feorsdata with a large

field of view (FOV) or with optical vignetting issues.
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In addition to removing some pixels from the image data, iy miao be necessary to
remove some spectral bands from the data, especially atitfesef the LWIR window.
For example, the GRG optimization constraints or the ohjedtinction may encounter
difficulties at only a few particular bands that prevent tbewergence to a better solution.
Identifying and removing a few bands will facilitate furth@rogress in the optimization
step without resorting to a modification of the constraimtdiions or the objective func-
tion for a specific image.

Finally, multiple starting points using OLSTER resultsrfradjacent scenes may be
useful for scenes with few high emissivity pixels, low thatroontrast, or noisy data. The
OLSTER atmospheric compensation spectra from anotheestam be used instead of

the initialization step (modified ISAC step) in OLSTER.



Appendix D
Known issues

The OLSTER algorithm was designed to be widely applicablkd wiinimal user inputs
during processing. The optimization constraints, obyectunction, thresholds for the

correlation and concavity metrics, and stopping criteoiaiferation loops worked well

for the synthetic test data, the AHI sensor data and the S sor data. The prepro-
cessing used for the AHI data involved spectrally binning 86nsor channels down to
50 channels to improve the SNR. The industrial SEBASS sceqéresl the removal of
the first spatial data column, which contained the same madiaalue for each spectral
channel for every pixel in the column and may be an undocuedesénsor calibration
line or bad data. The Rochester Megacollect SEBASS scen&eddbe removal of the
first ten and last ten spatial data columns from the imageaserisor noise issues.

One known issue remains regarding the modification of theQS#gorithm in the
initialization step of OLSTER. The modification was desigriedscenes that are not
dominated by high emissivity pixels that the ISAC algoritheguires. The modification
removes pixels with a large range in brightness temperatltees compared to the me-

dian range for all pixels. The modification works well for nhgsenes, but may remove
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too many pixels in some cases. The remaining pixels in thesesanay have little thermal
contrast, and it may be better to avoid removing pixels initiitealization step. Unfor-
tunately, it is not clear which case applies to a given sceherd running OLSTER. The
current approach is to run OLSTER for both cases (with anbowit the modification to
the ISAC algorithm) up to the start of the final GRG optimizatioop. The case with the

lower objective function value continues to the final opiation step.



