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Abstract

Theremote sensinggas detection problem is one with no straightforward solutiv¥hile success

has been achieved in detecting and idiéying gases released froindustrialstacks and other large
plumes, the fugituve gas detection problemnis far more complexFugitive gas represents a far
smaller target and may be generated by leaking pipes, vents, or small scale chemical prodinetion.
nature offugitive gas emission is such that one has no foreknowledge of the location, quantity, or
transient rate of the targeted effluent which requires one to cover a broad area with high sensitivity.
In such a scenarioa mobile airborne platformwould be a likely candidate. Further, the
spectrometer used for gas detection should be capable of rapid scan t@agesevent spatial and
spectral smearingwhile maintaining high resolutiorto aid in species identificationOften,
insufficient signal to noiséSNR) prevents spectrometers from delivering useful results under such
conditions. While common dispersive element spectrometers (DES) suffer from decreasing SNR with
increasing spectral dispersion, Fourier Transform Spectrometers (FTS) generally aml rmaduhd
seemingly be an ideal choice for such an application.

FTS are ubiquitous in chemical laboratories and in use as ground based spectrometers, but have not
become as pervasive in mobile applicatiov¢hile HS spectrometers would otherwise be ideai f

high resolution rapid scannirig search of gaseous effluentshen condeted via a mobile platform

the process of optical interferogram formation to form spedsaorrupted wherthe inputsignalis
temporallyunstable

This work seekto explore theradespace of an airborn®lichelson based FTS in termsnobdeling

and characterizing the performance degradation over a variety of environmental and optical
paraneters. The majorvariablesmodeled and examinethclude: maximum optical path distance
(resolution), scan rate, platform velocity, altitude, atmosphedand background emissivity
variability, gas target parameters such as tempera, concentrationrpathlength, confuser gas

iv



presenceand opticaleffectsincluding apodization effects, single and doublded interferograms,
internal mirror positional accuracerrors, and primary mirror jitter effects. It is through an
understanding of how each of treforementionedvariables impacts the gas detection parhance

that one can constrain design parameters in developing and engineering an FTS suitable to the
airborne environment.

The instrument model was compared to output from grodmased FTS instruments as well as
airborne data taken from the Airborne Hymgectral Imager (AHI) and found to be in good
agreement.Monte Carlo studies were used to map the impact of the performance variables and
unique detection algorithms based on common detection scoresvere used to quantify
performance degradation. Sceit@sed scenariosvere employed to evaluate performance of a
scanning FTS under variable and complex conditions. It was found that despite critical sampling
errors and rapidly varying radiance signals, while losing the ability to reproduce a radiometrically
accurate spectrum, an FTS offered the unique ability to reproduce spectral evidence of a gas in
scenarios where dispersive element spectrometeDE$mightnot.
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1 Introduction

Gaseous effluent species detection and identification has long been a major fytz¢ cemote
sensing community. Sevérbhenefits can be derived from knowing the species, and possibly the
guantity, of gases in the environmentSpecifically, &luable information can be extracted from
GNI O1Ay3 GKS a2dz2NOSa 2F SYGANRBYYSy(lf fwadf dzil yia
carbon, and other gases associated with industrial facilities. In addition to environmental
monitoring, knowledge of the gases produced from an industrial facility may provide information
about the kinds and quantities of materials produced at igey site the efficiency of the various
production processes, and the times and rates of activity across the site. This information is useful
for those conducting treaty and compliance monitoringy even commercial espionagamong

other intelligence pyposes.

Gas detection and identification as a process has long been achieved in the laboratory setting.
Fourier Transform Infrared Spectrometers (FTS) provide high resolution, low noise spectra covering
the shortwave through far infrared (two to twentyicrometers) in fewer than ten secon@sriffiths

& de Haseth, 2007)n addition,dispersive element spectrometers (DES), such as long focal length
monochromaters usindpighly-ruled diffractionelements can resolve the finestf spectral details.
These instruments can provide nearly certain identification and reliable characterization of any gas.
Unfortunately, the technology and methods applied in the laboratory do not readily translate to the
outdoor remote sensing problem

In the laboratory several steps are taken to isolate the true spectrum from major sources of spectral
contamination. e gas sample is isolatéd a vessebnd thetemperature and pressuref the
collection conditions are tightly controlled. Furtherthe background environment in the
spectrometer can be easily removed via subtraction and/or imgag purge.Finally,a controlled
sourceemissionis passed through the gas sample and monitored for absorption, or a known source
is used as an emission stilns, providing predictable resuli&riffiths & de Haseth, 2007 his
collection environment is clearly not possible when the remote sensing problem is moved outdoors
where the gas vessel becomes the atmosphere and the bacgkgrcan be extremely varie®f
course, the key then becomes to either contraiitigate the ill effects ofpr quantify as many of
these parameters as possible.

Oneprovenapproach to the remote sensing of gas plumekich mitigates the effects ofmany of
the parameters that cannot be controlleds in the detection of gaseous effluent from exhaust
stacks of major industrial facilitig€haffin, Marshall, & Kroutil, 1999)o minimize the effects of the
backgroundone gdaces a staring spectrometer on the ground grants up at the stack taollect
through the vapor plume with the cold sky as a backgrouhiis step provides good thermal
contrast, ensuring the plume will be in emission, while providing a relativelyesbstalkground that
can be well modeled with minimal effortn addition, sing a static collection systetn stare at a
virtually constant stream of the gaseous target is nearly an ideal detection scen@araviding the



near constant presence of the soerdarget allows for substantial integration times, which
significantly improves the signal quality. Finally, the likely large amandthigh temperatureof
effluent leaving the stack provides a strong speatralission from the target gas, further impiiog

the signal quality.Clearly, this collection method is well poised to obtain good results in this
scenario.

Of course, when one mounts the spectroteeto a moving platform such as an aircraft, the
scenario becomes increasingly complex, but certairdgtable. One still knows where to stare to
obtain a target spectrumand assuming a reasonable pointing accuraitye major problem then
becomes the changing background and atmosphere, vibration, and pointing acdiiacynay
introduce additional spectiafeatures into the target spectrurfurther complicatingdetection and
identification. However,many of theseproblems can be compensated fan postprocessing with
accurate modeling ahe collection environment.

While major strides have been made in the staring imaging spectrometer fighdre high
resolutiontripod mountedimaging spectrometers can be left to autonomously collect and process
detection images at video rates, the dovooking airborne problem le@s much to be desired
(Chamberland, Villemaire, & Tremblay, 200@he problem becomes increasingly complex if the
collectionrequirement is not to starat a fixed source such as an exhaust stack, but rather to locate

a source such as a leak in a pipe in a given regionthe case of the s@ f f SR ga3 dzaAA (A O
emission, ot only is the knowledge of the source position lost, but the predictability associated with

the rate and thermal contrast of the chemical plume also beces uncertain. Now the
requirements placed on the sensor tmidressthe new collection requirements become that of a

dgastT A Y RS NE dspgdres idektifiey'c essentially two different sensor systems.

The FTS is particularly well suited to accomplisth of these sensor roles due to its method of

forming a spectrum. Adjustments to instrument resolution ardy primarilylimited by the space

available in the optical path and the instrument throughput is significantly higher than traditional

DES instrments.Whereas a DES will suffer substantial loss in signal to noise (SNR) with increased
spectral dispersion to achieve fine spectral separation, B8 Fetains much of the origin8NR at

high resolution. In terms of scan rate and resolutiorsirggleFTS can be operated in both a mode

optimal for finding gas leaks as welllamsingable torapidlyswitchto ad & LISOA S& ARGy G A FA ST
task similarly accomplished by tvdifferent DES instrumentd/hile the flexibility offered by an FTS

is unique amongpectrometers, the method of spectm formation also has drawbacks associated

with temporallyfluctuating input signals durinigitegration.

1.1 Objectives

This work seeks to explore the tradespace of an airborne Michelson based FTS in terms of modeling
and characterizing the performance degradation over a variety of environmental and optical
parameters. The major variables modeled and examined include: rmaxioptical path distance
(resolution), scan rate, platform velocity, altitude, atmospheric and background emissivity
variability, gas target parameters such as temperature, concentragigthlength, confuser gas
presence, and optical errors including apration effects, single and doubsided interferograms,
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internal mirror positional accuracy, and primary mirror jitter effects. It is through an understanding
of how each of the aforementioned variables impacts the gas detection performance that one can
constrain design parameters in developing and engineering an FTS suitable to the airborne
environment. This effort will be aided by the use of the Digital Imaging and Remote Sensing Image
Generation (DIRSIG) model along with its associBtadkadar @ Plume Generator. Using DIRSIG,
complex scenes are developed with multiple background material emissivities and temperatures,
variable atmosphere and an accurate plume model steeped in the latest advances in computational
gas plumeheory. This realistic modelg of the collection environmentilaws for testing of data for

an instrumentthat is not operational and real data is not readily available.

In condensed format, the objectives of this work include:

1 Identifyand Map FTS instrument parameters that affdetection performance

1 Construct and validate an airborne Michelson#&aSed computer modeahat employs each
of the identified parameters

9 Develop detection performance metrics independent of SNR that accurately quamtify
impact of each parameter

1 Independently evalua the tradespace among sets of parametensing Monte Carlo
random trialsto determine likely operational envelopes and thresholdsediabledetection
performance

1 Construct simulated scenarios in which the operational envelopes arepleyed to
determine the performance of the FTS system in given collection scenarios

Relevant background and theory information to the gaseous plume remote sensing problem will be
presented in thesubsequentsection. The backgroundis then followed by anapproachsection
detailing theperformance parameters and tradespace map, the approach and the inner workings of
the FTS model, and the construction methods of the complex scene models used in the analysis.
This is followed by aaxperimental section thatovers all of the trials and studies used to map the
tradespace as well as the design of the scenarios used to evaluate system performance. The next
section will cover the results and their analysis in forming the foundation for the FTS performance
charaderization. Finally, the work and the most meaningful results are summarized in the
conclusion section with recommendations for future work in taking the model to higher levels of
fidelity.



2 Background

The background is written from the stand poiaf introducing concepts that are critical in the
understanding of the enabling processes that allow one to conduct remote sensing in the hopes of
detecting and identifying target gases in the Long Wave Infrared (LWIR). These topics cover: gaseous
and solil phase spectroscopy, atmospheric influences on spectra collected in the LWIR, a
mathematical model for senseeaching radiance, a primer on Fourier Transform Infrared
Spectrometers (FTS), and a summary of prior work in the field.

2.1 Gaseous Spectroscopy

The foundational underpinning of this work relies on the understanding of the spectroscopic
phenomena of gaseous chemical species that allows for the exploitation of collected spectra. Each
atom and molecule can be exploited via its interaction with lighteéweeal its unique identity. To
further understand how this is possible, one must understaachong other thingsthe nature of

the electronic environment of each atom and molecule

While the scientific discipline of spectroscopy encompassaliple transtion modes and sensing
modalities, this discussion will be confined to valence electron transition associated with vibrational
and rotational molecular motion. These transitions commonly occur in the infrared and can be
sensed by FTS andyriaddispersivespectrometers.

The descriptive model of the electronic environment imalecule is comprised of various allowed

guantum states that constitutea givenmolecular orbital It is precisely these allowed quantum

states that give rise to the discrete natuoé spectra associated with gasédolecular orbitals are

formed when quantum states of two atoms overlap definnegions of space where an electron is

likely to be found The energy associated with each allowed quantum state is affected by such

factors asdistance from the nuclei and proximity of neighboring electrons. Interactions between
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electrostatic attraction. Repulsive forces from nearby electrons and nuclear shielding from
electrons in lower quantum stateglacing them closer to the nucleuunteract these forces of

attraction. Clearly, one can see that fundamentalantities such aghe number of protons in the

nucleusand number of electronsassociated with an atom lva great influence over the electronic
environmentand the resulting energy states. THestinctivenesf these quantitiesn each atom

and molecule isthe primary reason why these entities can be uniqudlydentified via their

spectrum.

While the electronic distribution of a molecule is an important consideration,réatstory behind
the generation othe observedspectral features is associated with the vibrations and rotations that



a molecule undergoes. Starting with a diatomic example, one may envision the electrostatic
attraction and ensuingoverlap of quantum states as a bond between the two atoms that keeps
them in proximityof one another. This bond is often modeled as a spsith an associated
restoring forceundergoing simple harmonic motionThe potential energy of the restoring force
models theenergybounds of the allowed vibrational quantum statfsaidler, Meiser, & Santuary,
2003) While the potential energyf a springas a function of displacementan be modeled as a
parabola, that of a molecule needs further modification. Assuming the molecule has a temperature
it will vibrate.While undergoing vibration, the range of movement willibuenced from the forces

of nuclear repulsion and electrostatiattraction resulting in anharmonic deviations from the
parabolic approximation of the potential energyarticularlyat high vibrational energy levelés the

two nuclei approach each other, the force of repulsion generated by the protons grows
asymptotically with decreasing internuclear separation. Conversely, forces of attraction decrease
gradually as the nuclei separat@til the nuclei are so far apart that the mmentum of the nucleus

is sufficient to overcome the attraction and the molecule dissociates into two atomic fragmdts

the point of dissociationno further vibrational quantum states can exist, which sert@ provide an
envelope of energy associated with the vibration.

This envelope of energy is modeled by the Morse potential energy diagram and is shown below in
Figure2.1. The figure shows several possible transitions in both absorption and emission. Note how
absorption events arnitially limited to the ground vibrational state of the ground electronic state

in this system. The fact that most absorption originates from the ground electronic state limits the
locations of line positions that one wouttbservefor a system in absorption. Whereas in emission,
the process may originate from any level whexe excited population may exist, in addition to
internal relaxation processes and quenching that result in a reduction of energy before the photon is
released with the remaining energythis phenomenon generally results in several more line
positions evident in @ emission spectrum as compared to an absorption spectrum for a given
molecule. Further, thigoncept gives rise to fluorescent and phosphorescent modes where short
wavelength, high energy photons are absorbed, but some time later, after relaxation events
system crossings take place, a longer wavelength, lower energy photon emerges.
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FIGURR.1 MORSE VIBRATIONALTENTIAL ENERGY DIAGR-ROM LAIDLER

The vibrational quantum states associated with a gif@m of vibration begin relatively equally
spaced as shown in th&igure2.1, and then becomeénfinitesimally close as the dissociation level is
approached.This narrowing of energy level spacing approaches a continuum representingcthe
of constraining forces othe two nuclei as thg essentially become separatéee entities (Laidler,
Meiser, & Santuary, 2003For practical purposes of spectra encountered in passive remote sensing,
generallytransitions between the ground and first and second excitdmlationalstates willgive rise

to the observablespectral features. The energy spacing for these transitismgearly identical and
thus overtone(or harmonic)transitions, those transitions that are multiples of energy from the
ground to first excited state, can quickly be identified the spectrum at line positions that
correspond to nearly twice the energy thfe transition between the ground and first excited state
the fundamental transition.

While the diatomic vibrational model serves as an easily grasped conceptual understanding of the
origins of vibrational spectra, it certainly does not tell the whetery. Polyatomic molecules, by
virtue of having more than two atoms, now have additional degrees of freedom that translate to
multiple modes of vibration. Carbon dioxide is very illustrative of this point.

The total vibrational degrees of freedoDoF)of a molecule can be found by multiplying the
number of atoms in the molecule by three and subtracting five for a linear ecatdeand six for a

bent molecule(Laidler, Meiser, & Santuary, 2008) the case of carbon dioxide limear molecule,

there are fourDoF, whereas water, a bent molecule, would have thildeeseDoFcan bevisualized

by placing @hree-dimensional axis at the center of the molecule. We can then set the molecule in
motion and see that the oxygen atoms caach vibrate in an equidistant manner from the central
carbon atom, or alternate in an asymmetric fashion. Additionally, the oxygen atoms can bend within
and out of a plane superimposed through the central axis. To see how these DoF translate to



observed pectral features, one must understand the energy associated with each vibration as well
as the mechanism of coupling between electromagnetic radiation and the molecule.

From an energy standpoint, it turns out that comparably little energy is required teraanolecule
bend ¢ for carbon dioxide, this energy is on the order of 667'cth5 pm,82.7 nme\). It should
follow that one should observe two spectral features for carbon dioxide for bendimgfor each
bending DoFhowever only one is found. Thisdae to the fact thatit takes the molecule the same
F'Y2dzy G 2F SySNH& (G2 o0SYyR NBIIFINRESaa 2F gKI G aRANI
superimpose on the molecule are simplynatter of recordkeeping and do not imply differences in
energy Addtionally, the asymmetric stretching noted above will have a much higher energy
associated with it due to the energy requiredd¢ause asymmetric displacement of the atoms in the
bond. For carbon dioxide, this energy is abd850 cm' (4.25 um,291.4 meV) and a spectral
feature is in fact observed at this corresponding line position. Interestingly, the symrattich,
which corresponds to an energy of 1340 ¢n(i7.46 pm,166.1 meV) has no observable spectral
feature. This spectral feature isoh evident because thasymmetricmode of vibrationin carbon
dioxidedoes not allowfor the coupling of electromagnetic radiatiomith the molecule.

In order for a molecule to ietract with light to manifest rationalrotational spectral features, the
molecule must possess a rhythmically transiemt dipole (Laidler, Meiser, & Santuary, 2003
dipole is formed when a separation of charge has occurred. In this caddghly electronegative
oxygen and less electronegativarbon atoms would form a dipolemomentbetween each otherln

the case of an asymmetric stretch, for the side of the molecule with the farther displaced oxygen
atom, this side will hava largermagnitudedipole than the otherminimally displaced oxygernlhe

result is a net dipole that oscillates as the individual dipoles chamgeagnitude through each
vibration. From electrodynamics, it is known that an oscillating charge creates a field. It is this field
that allows coupling with electromagnetic ration (which itself has alternating electric and
magnetic fields)with the appropriate energy to cause an electron transition between two
vibrational states. It is now easy to see that the mode of symmetric stretching for carbon dioxide
always poses two el dipoles against each other creating no net dipole. This mode of vibration
cannot couple with light and is therefore deemed infrafiedctive.In thebendingvibrational mode,

the bendingof the molecule removes the direct opposition of the dipoles aikbws for the
summation of both creating a net dipole thaeaklyoscillates through the bending motion.

To further complicate matters, each vibrational mode will have its own vibrational spectral
transition with associated harmonic transitions, in adulitio the combination bands that arise from
combined transitions between fundamental and harmonic transitions of two different vibrational
modes. The identification of combination bands is not straightforward and is well beyond the scope
of this discussion

What has essentially been accomplished to this point would allow one to identify the center of the
band position of a spectral feature that would arise from vibrational transition. As was
demonstrated with carbon dioxide, the amount of energy requitedtimulate a vibrational mode
of a molecule is on the order of tenths of an eV and most molecules in ambient atmospheric
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conditions willexperiencesufficient thermal energy to excite the first few of these transitionhat
have not yet been discussed are the rotational transitions that often accompany each observed
vibrational transition in the infrared (IR).

Rotational transitions arise from the rotational DoF associated with a molecule, and if a three
dimensional aX is superimposed, it can be seen that there are three rotational DoF. Of course, as

was seen in the argument relating the multiple bending DoF in carbon dioxide to the singular
vibrational transition, the same can be said for rotational DoF and the emdngtation. Again, our
NBO2NR{1SSLIAYy3I R2Sa y2i 02y aspadd and/it stande fredSadddeatS Q& N
the same amount of energy is requite accomplish a similar rotation through any plane of an axis.

Just as very little energy isquired to bend a molecule; even less is required to rotate a molecule.
Pure rotational transitions occur in the microwave region of the electromagnetic spectrum where
required energies are on the order of hundredths of an k\Vfact, in most ambient atwspheric
conditions, the thermal energy alone is enough to elevate the most populous rotational energy level
from the ground state (as is the case with vibrational levels) tathire or fourth rotational level (or
higher).While rotational transitions aabe selectively excited, they generally accompany observed
vibrational transitions associated with IR energies. This creates a joint vibrataiatibnal, or ro
vibrational, transition. This i®f importance to the remote sensing community as this typé
transition is responsible for the spectral band shape that is observed for gases.

Vibrationatrotational transitions are modeled by what are known as allowed transitions, or
selection rules. These rulesere derived from the limits of symmetry in the akecule with
consideration given for favorable overlap of the wavefunctions describing the energy levels of the
system. The ruledictate that the only allowed transitions are between rotational states that are
separated by one energy level, iér exampé, the originating level is from rotational level five in the
vibrational ground state and it transfers to a level in the excited vibrational state, it trarstition

to an excited statein rotational level four or six. Thus, if the transition is fromefito four, the
change in levels is one less and istgd® transition. If the transition is from five to six, the change
in levels is one more and &n Rtype transition. If therotational energy levés were all equally
spaced, asis nearly truewith the first few vibrational levels, these rules would be of no
consequence, but the necessityr this conventiorarose due to the notlinear increasén energyin
each successive rotational level. It can be seen that if each transgibetween two differing
rotational levels of what is otherwise two equally spaced vibrational levels, oneegilspectral line
positions occur on either side of what woube: the line position of a purely vibrational transition.
The P transitions are less energetic than theaRsitions and form a manifold, or branch, of spectral
lines at lower energy line positions from the central vibrational line position, vasdttee R branch
forms on the opposite siderigure2.2 is a modified Morse potential energy diagram showing the
vibrational energy envelope limiting the vibrational energy as a function of internuclear separation,
with an inset showing an exploded view of notiomafational transitions of the P and R branches
from the ground to first excited vibrational states. Note the Aorear increase in rotational energy
level spacing with each successive rotational level.
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The transition that has not yet been addressed, that between the same rotational energy levels
between the ground andexcited vibrational levels, is known as a Q branch transition and is
O2yaARSNBR T2NBARRSYy® LG A& wagchasenlfazhis tradsitiank | G
type ¢ it is not really forbidden at all, it is just unlikefjven a molecul@ symmetry.All that is
required for this transition to occur is an accompanying change in orbital angular momentum. This
changewill depend on themolecular geometry and can be seen in various modes of vibralion.
fact, in a simpldRspectrum of a single gas,ig not uncommon to see vibrationabtational bands
where some bands have Q branch spectral features and othedlsdbmom differing modeshat do

not (as is the case with carbon dioxide).

The band shapes correspond to the population of molecules that undergo a given transition. The
shape is humped because the majority of the population resides well above the ground state due to
the ambient thermal energy. For the R branch, since each ssiseesransition requires additional
energy over the previous transitionthe available population quickly curtails and the transition
seriescomes to an abrupt end. Similarly, the P branch transitions begin with a hump and quickly
curtail as well as eachuscessive transitiolnecomes smaller and smaller and eventually becomes
seltlimiting. The Q branch appears as more of a spike, or Loredikmrine shape, as tlse
transitions aretightly clustered due to the approximately equsdacedenergy transitims and would

occur near the purely vibrationatansition line position.Figure2.3, from the NIST Chemistry Web
Book, shows a LWIR spectrum of dicbioethane with nearly distinct P, Q and R branches. Note the
wide-band character of the P and R branches and the Lorentzian character of the Q branch.
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Minor changes to the band shape will occurtls thermal energy available to the gakangesA
lower temperature will manifest itself as a contraction of the bands towards the central vibrational
transition, with a slight bias towards the P branch. Conversely, heating the ggzramibte the
population to higher rotational levels, broadening thands and lowering the intesity of each
individual line as th@opulation becomes spread thin.

Factors that affect the position of each successive rotational line include taygirdistortion and

the rotational inertia of the molecule. The effects ofcentrifugal distortion become increasingly
important at high rotational energies. The faster the molecule spins,greateraffect ccentrifugal
forceg will have in causing the internuclear separation to increase beyond that associated with the
given vibrdional energyfor a given vibrational modaVhen the internuclear separation increases,
there is a resultant increase in the rotational inertia causing an overall decrease in spacing between
adjacent rotational linesAdditionally, the redaed masswhichis a component of the rotational
inertia, is essentially aatio of the massesof the atoms in the moleculeThe reduced mass
influencesthe energy required to increase the rotation of a molecule and manifests itself as the
primary driver of separation beteen rotational lines. The rotational sensitivity to mass is so great
that if one had sufficient spectral resolution, the line positions between two isotopes of one atom in
a molecule(with a reasonable contrast in maszjuld be resolved, even though tineass difference

is only that of one or two neutrons (1.675 x®@yneutron). This phenomenon manifests itself as

NREGFdGA2Y L E LIS GR2dzot SGaés 2N LIFANBRE 6AGK Ayl

isotopic species in the sample.

It is generalf the case that in remote sensimd gaseous targetsjot only is the spectral resolution
required to resolve individual rotational lines in a -kdbrational band unnecessarfor gas
identification, it is unreasonable to tryto achieve such resolution outside of the laboratory
environment. Collected spectra in the LWIR generally show detail at the band level where one may
be able to resolve the P, R, and Q branches (if present) of a band as distinct epétiesps with

sone indication of the rotational line detailnderlyingthe band ineach branchThe positions of a
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few bands representing a fedifferent vibrational modes are generally sufficient to identify a gas.
Furthermore, little can be obtained about the rotational vibrational,temperature of the gas from

the band shapat this resolution as the data amnly suited to the coarsest of estimateEhe figure
below illustrates many of the points from this section including the distinctness of the P and R
branches, lhe appearance of rotational lines in a-vidbrational band that are partially discernable,
and isotopic splitting of rotational lines from the two isotopes of chlorine.

Dichlaromethane
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Note that both of the figures from this sectiahowing the spectrum of dichloromethane illustrate
the point madewhere the particular mode of vibration either allows for, or prevents the Q branch
transitions from occurring Figure2.4 indicates a stretching mode, whikégure2.3 represents dype

of bend known as deformation, whichchanges the molecular symmetry allowing for a change in
orbital angular momentum.

2.2 Solid Phase Spectroscopy

While the purpose of this work is to identify chemical species in the gas phase, a major portion of
the observed spectrum will be @éuto solid phase spectral phenomena. This portdra spectrum
generally comprises the background (minus atmosphere) of whatever the -ftmvking sensor
¢seeg behind/through the target gas.

Atoms and molecules found in the condensed state behave qiiiteréntly than when essentially
unconstrained in the vapor phase. Solids are generally represented by a lattice network of atoms in
close formation done type, or a combination aegular, repeating orderHuheey, Keiter, & Keitg

1993) Atoms constrained to this state continue to vibrate, but the electronic environment of each is
substantially perturbed and influenced by that of the surrounding atoms, which directly affects the
energy of the system as a whole. In addittorphoton interaction,phonons are introduced, which
represents energy transferred to an entity through the vibrational motion of the bulk lattice

11



(Patterson & Bailey, 2007All of these factors combine to essentially smear out what was once the
discrete spectral nature of entitie the gas phase. In fact, the emission spectrum of a solid is
generally well modeled by a continuous function known as the Planck Black BodipEgeguation
2.1,with units of spectral radiance

O .1)

where the constants ancparametersincludet t I y O Q &h) [0F] d sipded af lightc) [m/s],
2601 Y Yy REIKD e/ teémipdrafuie of the radiato(T) [K], and the given wavelength of
emission(<) [micron]. It is clear thathe equation is dependent on the Boltzmann populatiortred
system at a given temperatur@ his allows oné& model the limits of theenergy available to each
transition of a given wavelengthresulting in the characteristic short wavelenggille dropoff
associated with black body radiation.

The construct ofr blackbody is such thatmoptically opaque, reflectionlegzhysical environment
exists in which an emitted photon is absorbed andemitted multiple times before it exits the
system As such, the bladkody model is well suited to describe solids, higo models the general
emission fromiquids and evemrxtremely dense gases such as the sun.

While the task of background removal would be straightforward if all one needeck the
temperature and a Plandiackbody model, real backgrounds are not sooperative. Virtually all
background materials need to be modulated by a term known as emissivity to bring the predicted
black body radiance in line with observed measurements. Wiregrgy in the form of ghoton
impinges on a solid, there are multipleogsibilities as to what may happen. Depending on the
material properties of the solid, the energy may be redied in the form of refleéon, transmitted
through the solid, or absbed by the solid. Conservation of energy suggestat the sum of the
amouwnt of energy reflected, transmitted, and absorbed should equal the total amount of energy
incident on the solidC dzNJi K SNE Y A NOK 2 Ref @ éomes ko@mission, asSusmingitre |
solid is in thermal equilibrium, a true black body willemit whaever is absorbed. This factor,
which relates an amount of expected emission from the absorption, is known as emissivity. As can
be seen from this example, even if one assumes a dense, optically opaque solid, some amount of
energy will be lost to reflectim lowering the amount that can be absorbed, and thus directly
lowering the emissivity. So to model a real solid, one must modulate the Planck predicted radiance
by the emissivitya value ranging from zero to onesulting in what is known as a gray body.

To further complicate this model, emissivity, just as is true with absorption and reflection, is a
wavelength dependent property. This fact can substantially changenibdel of spectral character

of a solidshowing, in some cases, extreme deviation frahe Planckpredicted radiance. Regions

the infraredwhere there can be extreme deviation from the Planck model are in \ateknown as
Restrahlen bands. Restrahlen bands manifest themselves as pwjions of blackbody-modeked
radiancethat are missingdue to intense photon absorptiorirom the resonance of the previously
mentioned phonons. This is a phenomenon unique to the infrared region and occurs where the
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frequencies associated with optical phonogshe vibrational harmonics of the solid lattice, are in
resonance and causes intense absorption. Restrahlen features, much liketheational bands of
gases, are often telltale indicators of the identity of component elements in a &lbadhi & van Zyl,
2006) Figure2.5 demonstrates the deviation from the Planck predicted radiance in the LWIR for
concrete at 300KThe smooth curve in the chart is the Planck predicted blackbody radiance while
the red trace immediately beneath it is the same 300K blackbody curve modulated by the emissivity
spectrum of concrete, which is shown as the green trace that corresponds tagiht vertical axis.

Comparison of 300K Blackbody to 300K Concrete
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Clearly, background removal or modeling, which is a seemingly straightforward task, can now be
seen to beexceedingly difficult depending on the composition of the sdfigktunately, the discrete

spectral features associated with the target gas one may be trying to identify in the collected
spectrum are generally finer than those of the solids in the baakgto Thus, the gaassociated
ALISOGNI £ FSIFGdzZNBa Yl @& FLIISEN 62 aNARRS 2y G2LX
features, still allowing for isolation or identification.

2.3 Atmospheric Effects in the LWIR
The atmosphere is primarily composedrofrogen and oxygen, leaving approximately one percent
to an assortment of other constituents. On the surface, one may observe that nitrogen and oxygen,
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being homonuclear diatomics, possessrhgthmicallytransient net dipole and therefore, will be4dR
inactive. Assuming for the moment that this premise is true, we will focus on the other one percent
of the atmosphere that will have substantial influence on the LWIR remote sensing problem.

The following table taken from the Handbook of Chemistry and Pbgsillustrates a typical
composition of the atmosphere at sea level.

Species Fraction Densif_\'
(n/cm)

N, 78.084% 1.99x101?
O, 20.946% 5.33x10!8
Ar 0.934% 2.38%x1017
CO, 0.033% 8.4x101°
CH, 1.7x10-%% 4.33x101
N,O 3.2x10-5% 8.15x10!2
CO 1.5%10-5% 3.82x1012

CRC Handbook of Chemistry and Physics, 73" ed., CRC Publishing Co.,1992
TABLR.1 ATMOSPHERIC COMPOSN' AT SEA LEMEIHEMICAL RUBBER G@MY, 1992)

Note that the noble gas argon is shown as taking up nearly the entire bulk of the remaimeng
percent ofatmospheric constituents, yet argon has no vibrational or rotational modes and is only
subject to electronic transitions. Thus, argon is not of conder the purposes of this work. This
leaves an exceedingly small amount of gases left that are responsible for the overwhelming
atmospheric absorption features found throughout the infrared portion of the electromagnetic
spectrum.

It is a combination ofhree gases that are responsible for the bulk of these atmospheric absorption
features, particularly in the LWIR, yet some were not included in the table above. One of these gases
that was notably left off of the compaosition table shown above is waterteMa extremely variable
throughout the atmosphere and is highly dependent on graphic locatiorand time of dayso it

was not appropriate to include it in the list above. An additional gas left off of the table is ozone.
This makes sense in that ozoiseprimarily a stratospheric gas and is generally found in negligible
concentrations near the surfaceutside of dense urban area®zone concentrations are highly
correlated to altitude and this impact to airborne remote sensing will be explored shéitiglly,

carbon dioxide, as showim the table is the prominent IR OG A @S aYIl Ayadleé¢ 3l A&
atmosphereanda primary atmospheric absorption culprit.

Fortunately for the sake of remote sensing, thevibrational features of the aforementioneghses
do not entirely mask transmission through the atmosphere. There are three primary windows in the
IR that encompass the shortwave, midwave, and LWIR infrared regions. For the purposes of this
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work, a subset othe LWIR window from approximately1®.5 microns(800-1250 cn) will be used.

This window is flanked by absorptions from the bending mode of water near 8 microns,
accompanied by the deformation mode of methane and stretching harmonic overtoneQf At
approximately 9.8 microns, ozone puncleehole in the window with a strong dual stretching mode,

P and R branch band absorption feature. Finally, the bending mode of carbon dioxide fills in the long
wavelength side of the window with an intense absorptidine LWIR window coincidently covers

the spectral range where a majority of the gases of interest to remote sensing havécaignro-
vibrational features, many of which occur coincidentally with ozdrieese gases will be reviewed in
detail in the next chapter.

Radiative transport in this work was accomplished via an atmospheric model called MODTRAN.
MODTRAN (Moderate Resolution Atmospheric Transmission) was developed by the Air Force
Geophysical Laboratory at Hanscom Air Force Base twenty years ago as anfondmgnitude
resolution improvement to the then current LOWTRAN 7 code (Low Resolution Atmospheric
Transmission)(Berk, Bernstein, & Robertson, MODTRAN: A Moderate Resolution Model for
LOWTRAN 7, 198 ODTRANjenerates transmission values by employing-getermined column
densities of various component atmospheric gases, such as the 1976 US standard atmosphere, and
sums their absorption across the spectral bands of interest. These terms are then appliegl to th
path the radiance is to travel in both height and angle through the atmosphere. Finally, scattering is
considered based on visibility/aerosol loading and environment selected (urban/rural) accounting
for radiance scattered in and out of the signal patiraugh multiple scattering events. These
absorption and scattering events are built into layers that keep track of the radiance attenuation
through the entire path length. Finally, radiance produced by the sun based on time of day and date
is considered awell as adverse weather conditions the user may select such as rain, ice, clouds, or
differing amounts of component gases and aerosols. These radiance values are then assembled,
sampled by the instrument resolution provided, and output into large tabktsiting the individual
contributions of the various effects. The careful consideration and improvements that have gone
into the construction oMODTRANMNver the last several decades of its existence have made it the
industry standard in moderate resoluticatmospheric modeling for remote sensing use.

Figure2.6 illustrates the substantial transmission losses through the atmosphere in the LWIR due to
the namedatmosphericgases above at a vertical path length of 1, 5, and 20 kilomategenerated

by the MODTRAN moddrhis data was generated using MODTRARS, for a midlatitude summer
geographic regionat atemperatureof 278K with 23 km visibilityin a rural scattering environment,
at0.05 um(~5 cn at 10 pn) resolution.
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Atmospheric Absorption as a Function of Altitude [MLS, rural, 23km, 0.05 um]
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FIGURR.6 ATMOSPHERIC ABSORMIPROFILE BY ALTDEUN THE LWIR

Several important points can be made frdfigure2.6. Clearly, individual rotational lines, primarily
due to water, can be seen throughout the spectrum. This range of rotational lines, whiehdext

well through the far infrared to the microwave is known as the water rotational continuum
(Wozniak & Dera, 2007Rotational lines for water have a large rotational constant (energy spacing)
due to the decreased reduced i® and therefore, decreased rotational inertia, thus it is not
unreasonable to be able to resolve individual rotational lines of water. Conversely, carbon dioxide
and ozone have comparativegmaller rotational constants due to a much larger rotationaltiae
resulting in closely spaced rotational lines that form the more recognizable band shape@seen
earlier example spectra.

The most important take away frofRigure2.6 is the difference in absorption with altitude. When
comparing the two lower traces correlating to the five and twenty kilometer altitudes, there is
minimal differences in nearly all absorption features through the two path lengths tive major
exception of the ozone absorption feature. This demonstrates that firstly, essentially all of the
absorption due to carbon dioxide and water vapor will occur in the first five kilometers of path
length above the ground and second, transmisgtmough ozone is improved by nearly a factor of
three when dropping down to 5 km from 20 km. The final trace at a 1 km vertical path shows that
ozone is virtually removed from the spectrum and that there is an appreciable improvement in
transmission withan expected decrease in the total column concentration of the remaining gases,
particularly for water. A final point best illustrated by thedt to right slope of thewo lower traces
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shows that both Rayleigh(molecular) scattering, which is most prominenamong shorter
wavelengthsin the visible andaerosolscattering have minimal impact to the transmission in the
LWIR Should scattering have had a greater impact, a slope of reduced transmission proportional to
<*would have been more evident.

As manygases have prominent features in thel® micron region of the LWIR, and due to the
significant sensitivity and variability of ozone absorption with altitude, it seems prudent to restrict
the operational altitude of a given aerial collection vedith appoximately one, and at most, five
kilometersfor the purposes of this study.

As previously demonstrated, the majority of absorption due to water vapor in the atmosphere will
occur in the first 5 kilometers of altitude however, the extent of that absorpti® dependent on
current humidity conditionsFigure2.7 shows an example of a midtitude summer(MLS)standard
atmosphere model from MODTRAN comgarto a tropical model at %m altitude. Note the
increasedabsorption and overall reduced transmissidue to nearly double the total column water
vapor contentBoth of these atmospheric models are employed in this work.

Comparison of MLS and Tropical Atmospheric Profiles at Skm
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FIGURR.7 COMPARISON OF TRGR®RIGND MLS ATMOSPHEMRIODELS AT 5KM

Of course, in addition to a cursory analysis of the atmospheric transmission spectrum,
understanding the complete impact the atmosphere will have tba target signal regues an
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analysis of both the up and dowmelled radiance that accompanies the target radiance, among
other sources. This analysis can be accomplished via radiometric modeling.

2.4 Mathematically Modeling the Sensor Reaching Spectral Radiance of a

Gas
Develophg a model to determine the sensoeaching radiance for the gas detection problem is not
a straightforward task and requires multiple assumptions. In the LWIR, the main drivers of signal in a
collected spectrum will come from the target gas itsgl§suming it is present in the scene), the
background, and the atmosphere. Secondary effects from reflections and other sources of stray
radiation can be shown to have minimal impact toetoverall collected radiancér natural
materials(Tonooka, 2001)The development of this sensor reaching radiance model illustrates the
foundation of the radiative transport methods implemented in the FTS simulation code used in this
work.

2.4.1 Model Assumptions and Mathematical Development

Beginnng with the backgroundwhich can be modeled as modified black body radiator as
previously established, a temperature must be set to govern the strength of the emission. This
temperature can be extracted from brightness or apparent temperature studieth®fscene,
through a priori knowledge of the conditions in the scene, or through an educated (Besemee,
2007) For thesake ofsimplicity, the latter method will be used. Next, the emissivity at a given
wavelength must beletermined. Spectral eissivity estimation can involve methods that are quite
complex and again, for the purposes of simplicity, it can be shown that in the absence of a priori
emissivity knowledge, a flat estimate of 0.9 across the LWIR spectral rangeréasonable
assumption particularly from nadir observationlonooka, 2001)For this work, actuaspectral
collects ofmaterials such agoncrete, asphalt, steel, andandtaken from Trona, Californiay
members of the Digitl Imaging and Remote Sensing (DIRS) group at the Center for Imaging Science
(CIS) at the Rochester Institute of Technology (Rill)be used as background sources. These
collects were analyzed by the group to produce emissivity curves in the LWIR ahd taported
directly to any modelequiring no emissivity or temperature estimatdsinally, in a direct linef-
sight(LOS]Jo the sensor, the only other impact to the background radiance isth#ributionfrom

the atmosphere on a per wavelength basiich is aptly modeledly the MODTRAN software.

With the background firmly in handatmosphericpath effects need to be considered. With a
minimally reflective surface in the LWIR (modeled at an emissivity of 0.9 for example) there is little
worry of reflected radiamce as a major source of enerfiyr natural materials.Should the scene
contain metals that are highly reflective, there is the possibilitinofeasedspectral contributions

from the atmospheric spectrum. This contributi@fiten manifess itself as reduced atmospheric
absorptionwith the possible inclusion of an ozone bard previously mentioned, strengthening of

the ozone band often results in an overlap of key gas spectral features in the LWIR and can impact
detection performance, or fdher, result in false alarm detect&igure2.8 illustrates the effects of
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up and downwelled radiance derived from MODTRAN usingkantropical atmosphere and a 0.9
constant emissivity gray body surface.

Up and Down-Welled Radiance Profiles
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FIGURE.8 MODELEDP ANDDOWNWELLERADIANCE

The red trace second from the bottomin the figure shows the contribution from the wpelled
radiance, which can be seen as the most influential source to the sensor reaching radiance,
effectively mutinga portionof the absorption feature effectsom atmospheric transmissionn this
example, the upwvelled radiancewould comprise30% of he total sensor reaching radiancéhe
black trace third from the bottom,represents the dowswelled radiance spectrurat the sensor for

a perfectly reflective surfagewhile the blue tracds the surface arrivingdown-welled spectrum.

Note the large spdtal feature due to ozonefrom 10001060 cn present in the dowrwelled
radiance at the sensot{owever,the amount of this source radiance that reaches the sensor
dependent on the reflectivity of the surface, which in this example is modeled by eégdyyat a
constant 0.9 emissivity. The resultigpnsor reachingeflected downwelled spectrum is the
maroontrace at the bottom of the chart and it shows a neaaro contribution from this source of
radiance. Clearly, the magnitude of the contributidnom these sources is dependent on not only
the reflectivity of the surface material, but also the path distance to the sensor, which is to say the
amount of atmosphere that radiates, and the temperature of the radiator as Wékk following
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panels showhe differences and similarities between the up and demlled radiance profiles for
each atmospheric model used in this work.

Downwelled Radiance by Atmosphere Type
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Figure2.9 shows the spectral nature of each profile type. Both profiles are in emission as they are
generated by the selémission of the atmosphere h& downwelled radiance shown in the top panel
NBELINBaSyia GKS SyYyGANB FTGY2AaLKSNBEQa SYAaarzy
contribution from ozone. Also note however, that the strength of the emission is more dependent
on atmospheric profilghan altitude. This is because the altitude given is for the sensor height,
whereas the downwelled comes from the contribution of the entire atmosphere. Therefore, the
only influence to the total radiance comes from the amount of radiators in the atmogphwith

the tropical profile containing twice the water content of the MLS, there is a significant difference in
the amount of radiating specie3he upwelled radiance, which considers the galfission of the
atmosphere into the path of the collected radlice, is dependent on how much atmosphere is
contained between the ground and sensor. As expected, the higher the altitude, or larger number of
emitting species, the higher the contribution to the total radiance. Of interest is the proximity of the
5km MLSupwelled radiance profile to the 1km tropical profile. The additional 4km in altitude of the
MLS profile is approximated by the increase in water vapor of the tropical profile.

To aid in the development of a sensor reaching radiance mgdegkral assumjuns can be made.
For the moment assume that iprimarily naturalsurfacematerialsare consideredthe assumption
of no reflected radianceserves to eliminate many send order terms including dowwelled
radiance, that when taken in bulk, have minimaleaall effect. However, upwelled radiance,
generated in the atmosphere along the sensor ofesight becomes an important consideration
and will contribute to the total senseneaching radiance. This quantisarieswith wavelengthat a
given altitudeacross the LWIR windoahosen for this worland can be modeled asvaavelength
dependentadditive term To this point the sensor reaching radiance is modeledduation 2.2,

0 -6t 0y (2.2

where < is the wavelength of interestT is the temperature of the background, which is
modulated by a wavelength dependent emissivity tekmand the atmospheric transmission and

the last term represents the upvelled radiancewith units: [W m? sr* um™]. The magnitude of both
the atmospheric transmission and wyelled radiance is of course dependent on the altitude for
which the model is implemented. To this point tiheodel simply illustrates the sensor reaching
radiance due to the semission of a surface material through the atmosphere with an additive up
welled radiance.

Finally, the target gas itself can be modeled. The most troublesome assumption here is tban we
model the gas as a black body radiator. At first glance,rttdig seem counterintuitivén that the
conditions associated with a black bodg not seem to apply to a dispersed gas pluihile black

body conditionsmay be true for photons generated v@mergy dissipated from nuclear fusion in the

sun, as internal photons work their way through tleemparatively densehronosphere this does

not seem to hold true for fugitive gas emissions. One would typically associate optically thin, low
concentrationsof dispersed gawith plumes generated from fugitiveype emissions. The approach
here is to assume local thermal equilibrium (LTE) for a well established/thermalized plume and use
this temperature for the blackody model, then treat the emissivity valwes amodulator for a
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selective radiator. Essentially, if one can link the value of the emissiaitthe absorptivity of the

gas, the black body model will provide the estimate of thermally available energy at each line
position, which is tlen modulatedvia the absorptivityof the gas. It turns out thagstablishinghe

link from emissivity to absorptivity is rather straightforward

CANRGE ¢S adil, Niich shates tKat theSaSshitbaiice atgiven wavelength is directly
proportionalto the absaptivity of the given species, the pathngth of the measurement through
the species, and the concentration of the species. This relationship is sh@gnation 2.3

| I & @ (2.3)

where absorbance is on a per wavelength basis and is unitagpais the absorptivity on a per
wavelength basis with units of reciprocal concentration and reciprocal distgpre™ m™] , | [m] is
the pathlength in units of distance, anglis concentratior[ppm], often in units of parts per million.
While epsilon is historically used to represent absorptivity, kappa has belkstituted toprevent
confusion with thesymbol foremissivity Figure2.12 shows an example of an absorptivity spectrum
of a gas in the LWIR.

Recalling the conservation of energy for photon interaction with a solid meation sectior?.2, if

we assume that the gas is optically thin and has essentially no reflection, the only terms left are
transmission and absorptiorgtarting from this assumption, weext assume that the system ia
LTEand canthen say thatY A NI Kl&\20F eéim3sivitybeing equal to absorbancapplies Then, it

can be shown thathe transmission through the gas one minus the emissivity, which is equal to
the expression foabsobanceshown above. This development is shomrequation 2.4as

It " p xEAOAm
-1 ladAdsw
t p lao (2.4)

where the last step showthe equation has been solved ftlansmissionTheseequatiors allow for

a direct replacement of the emissivity term withe absorptivityand concentratiorpath length

value for the modulation of the gas emission. The transmission equation allows the background to
0S Y2RdzZ I GSR o6& GKS | o0a2NLIiAgAade 2F GKS 3ra I+ a
law.. SSNID A& f | ¢ nKdrémaid &liSesr rélafiodship for low concentratioms to 250,000

ppm (Skoog, Holler, & Nieman, 1998)

This relationship can now be added to equatid2 with one important caveat. It must also be
considered thathe sen®r will collect background radiance that has propagated through the plume
and the atmosphere. Further, the radiance generated by the plume itself also travels through the
atmosphere with an anticipated attenuatio@ombining all of these concepts resufidlie equation
below
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where the new Sand P subscripts indicate a parameter belonging to thaface or the gas plume,
respectively. The subscriptattributes the transmission attenuation to the atmosphere. Note that
the background radiance is attenuated by the transmission througty#splume, whereas the sum

of both the background and plumadiance is attenuated by the atmosphere. One may ask where
the term is that represents the upelled radiance generated from the rabsphere below the
plume and isattenuated by the plume as it travels toward the sensor. This term may be neglected if
it is assumed that the plume is sufficiently low to the ground that the space between it and the
surface is negligibleresulting inminimal upwelled radiance.All gas plumes in this work are
considered to be gas leaks and will therefore be essentially at grdewel, supporting the
assumption.This equation represept] the SRR model for thearly portionof this work where
surface materialsonly had up to a maximum of 15% reflectivity and resulted in minimal
contributions from dowrnwelled radiance.

Due to thefact that not all surface materials encounteredtive real worldwill be near perfect black
bodies, emoving the assumption of neglecting the dowelled radiance is in order ancesults in
the following modification to equation 2.5

0 50 F p - 0fF p ladladwy, Ty 0f (2.6)
where the new radiance termly, is the downwelled radiance modulated by the surface
reflectance andthe gas plume, thertransported to the sensor via the atmospheric transmission.
This equation represents the radiative transport model used in this work for a single gas,
atmosphere, and surface materiahdas handled by the DIRSIG SRR model coveredtinrsa.1.7.

2.4.2 Characterizing Model Behavior

A close analysis of equatidh6 shows thatin spectral regions where the absorptivity is near zero,

the gas term beconmgenegligibleand the background term dominate€onversely, when the plume

is maximally absorbing, the transmission of the background radiance drops to zero. Aside from the
concentrationpatht Sy 3G K LINR RdzOG GSN¥Y3I ¢ KA OK absdrgiianftieSa G KS
G§SYLISNI GdzZNBE RAFTFSNBYOS 0SGeSSy GKS o0l Ol INRdzyR |
the plume spectrum over the background.the plume contains sufficient thermal energy, it will

appear in emission and essentially ride on top whatever the background radiance may be

beneath it. If the plume lacks thermal energy, it will appear as an absorption feature due to the
selective absorption of energy from the background radiance as it passes through the plume. This
behavior is essdrally identical to transmission of the background through another layer of
atmosphereq albeit of diffeing composition. One can now see that in order to detect the presence

of the plume in the observed spectrum, there needs to be sufficient thermal conbetsteen the

plume and background.

T KX

y

Figure2.10 demonstrates the concept of thermal contrast an@s generatedisingboth 290Kand
310K CkClI at 11,500 pprm with no atmosphereover aflat 0.9 emissivityplack bodybackground
at 300K giving a +/L0K themal contrast.Note that while the magnitude of the thermal contrast is
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the same, the magnitude of the radiance values for a given absorption feature in engssigared

to absorption are not. This is a result of the emissivity value being less tharAsngan be seen
from equation 26, at an emissivity of one andith a thermal contrast of zero, no spectral features
should be visible, as expected. However, if the emissivity is reduced, even when the thermal
contrast is still zero, the gas will appearamission. In fact, depending on how low the emissivity
becomes, the thermal contrast can be negative indicating absorption, while the spectrum will still be
in emission.Said another way, there must be a difference in brightness temperature between the
gasand surface for the plume to be visible in the recorded spectrum.

Sensor Reaching Radiance: 290K CH3CI, 11500 pprr-m, Mo ATM, 300K BB, 0.9 E Sensor Reaching Radiance: 310K CH3CI, 11500 pprr-m, Mo ATM, 300K BB, 0.9 E

10r q 10+
98 q 98
9B q 96
9.4F 94F
92+ g2}

9r at

Radiance [Wim2 srium)
Radiance [W/m2 srfum]

a8 a8
86 4 86

g.4r q S4r

L L L L L L L L 8.2 1 L L L L L 1 L
[:Ra) 9 9.5 10 105 1 15 12 125 i [} 9 95 1n 105 11 146 12 124

Wawelength [urn] Wavelength [urn]

g2
&}
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From a detection standpoint, it can be seen that for a given thermal contrast, emission is going to be
the easier target. This is due not only to the greater magnitude of the radiance at a given thermal
contrast, but also the fact that as the plume begitts thermalize (approachan isothermal
atmospheric temperature via molecular collisions) it will be visible longer in emission as the gas
temperature approaches the surface temperature and then passes throud d@iddition, most of

the features in an obgged spectrum will be due to atmospheric absorption and anything that is in
emission stands out quite readityunless of course the spectral feature in emission directly overlaps
an atmospheric absorption feature, in which case the feature will be mdtedurther illustrate this

point, an example has been prepared for 295K ammonia gas over a 300K asphalt background shown
inFigure2.12fFigure2.11. Ammonia was chosen because itshepectral features that extend across

the entire LWIR band, while asphalt has a strong restrahlen feature that gives a highly variable
emissivity over the band. The thermal contrast would suggest that the observed spectrum should be
in absorption, but ths is only found to be true where the emissivity of asphalt is above 0.95;
anywhere below 0.95 and the ammonia spectrum appears in emission.
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=ensor Reaching Radiance: 295k NH3, 7800 ppri-m, Mo ATR, 300K Asphalt
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FIGURR.11 AMMONIA/ASPHALT IBOTHEMISSION AND ABSORBN(TOP) AND ASPHALTIBRIVITY (BOTTOM)

Clearly, any attempt at species identification, or even detection, via a quantitative spectral scoring
metric will require accuracy in both the absorption and emission regimes.

2.4.3 PNNL Gas Absorptivity Library

Absorptivty values for all gases used in this work were derived from the Pacific Northwest National
Labs (PNNL) Quantitative IR database for Infrared Remote Sensing and Hyperspectral Trhaging.
PNNL spectral gatatabase is a compilation of over 500 gamse spetra collected in pressurized
vessels to simulate the anticipated atmospheric broadening one would observe under typical
remote sensing conditiongSharpe, Sams, & Johnson, 2002he dataare collected with high
resolution (0.10 crif, 1 nm at 10 um)FTS systems at three different temperatures: 278, 298, and
323K.The approach of this work is to use the 298K data and change the black body tempefature
the gas modeWithin a bracketed rangef this value. While further @xapolation of the absorptivity
values between those provided by PNNL at the three baseline temperatures may result in slightly
more accurate values, making an assumption as to the behavior of the absorptivity over these
temperature ranges (i.e., linear)ay infroduce more error than benefit.

The absorptivity values are readily obtained from the PNNL spectra due to the nature of their

format. Spectra, as shown iRigure2.12, are reported under collection conditions of 1 pgm This

Ffft2a 2yS (2 aAavyLie FLILXe .SSNRa g Ay RSNAQGAy3
absorbance by the concentration and path length terms. This essentiaiysnthat the spectra are
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reported in values of absorptivity, making applications to modeling efforts seanftapse2.12 is
an example of the PNNL output fan absorption featuref CHClgasat 298K in the LWIR.

}{m'5 CH3C

3.4 .

rJ
m
T
|

g
T
|

—
i
T
|

Ahsorptivity [1/pprm m]

W

I:I 1 | 1 1 | 1
a0 a0 a00 950 1000 1050 1100 1180 1200 1250

Wawenumber [cm-1]

FIGURR.12PNNL DATABASE ABSORITY SPECTRUM RO GAS IN THE LWIR

2.5 Fourier Transform Infrared Spectrometers

While dispersive element spectrometers are comrace and are conceptually straightforward to
understand, FTS is a comparably newer technologymanch less readily understood. The advent

of the technology behind FTS dates back to A. A. Michelson and his Michelson Interfaromet
(Shepherd, 2002Michelson designed a set of mirrors that split the path of light suchtihatpaths

are traveled by essentially equal magnitudeshaff of the original source beanOne mirror at the

end of one of the paths can be moved so that an optical path difference (OPD) is setup between the
two paths. The beams are then recombined andipot to a detector. Upon recombination,
depending on the phase of the wavefrorhe two beams wilkither constructively or destructively
interfere. A constant sweep of the mirror will produce output of varyingnsity as wavefronts
move in andout of phase. Figure 2.13 below, from Beer, illustrates a conceptual Michelson
interferometer as a spectrometer. It is important to note that in general, adittmhal optic known

as a compensator is placed along the fixed optical path to account for the additional phase shift
introduced by the beamsplitter as the light takes separate paths. The compensator adjusts this

26



phase shift so that the only phaskéference between the two beamspon recombination is due to
the difference in optical path traveled.

Source

Collimator

I Fixed Arm

Input Frequency:
v cm-1

Beamsplitter

Moving Arm
Velocity V cm/s

Detector

Condenser

Output Frequency:

f=2Vv

Hz

FIGURR.13MICHELSON INTERFERJHER AS A SPECTRGWHEER, 1992)

2.5.1 FTSAdvantages

FTS are known to have several advantages over dispersive element spectro(@HE&)(Carter,

Bennett, Fields, & Hernandez, 1998)ne such advantage is called the Jacquinot advantage. The
Jacquinot advantage edcribes the system etenduevhich is a measure of the product of the
maximum beam area and solid angle of the beam passing through the system. In spectrometers, the
limiting optical element is typically the most expensive element to manufacture in a $aageFor
dispersive systems, this would be the grating and for FTS, the beam splitter. For comparably sized
instruments, an FTS can be shown to have a system entendue over 150x greater than that of a
dispersive system(Beer, 1992) While it is true that a much larger grating can be made to
compensate for the system entendue as compared to a similar sized beam splitter, the FTS can
maintain a substantially smaller and neocompact instrument footprint while maintaining a simila

entendue.

The Fellgett advantage describes the frequedoysion multiplexing advantage of an FTS as
comparedto a DESInitially, this advantage was made in comparison of the detection schemes of
FTS and DES in which scanning a dispersive elemens @sisgle photodiode to collect an entire
spectrum was compared to the simultaneous observation of all transmittable frequencies in a given
spectrum in an FTS. With the advent of arrayed detectors, acRi$ 2 &
across a given spgum simultaneously. The problem here is that the size of the resulting spectral
coverage is dependenin the amount of dispersion associated with the element, which ultimately

becomes limited by the sensitivity of the detector for a given source intgnsit

02t t SO
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If an arrayed detector was introduced into an Fnh8,focal plane could be arranged such that each
detector element viewed a different spatial extent of the scene resulting in a spatially sampled

interferogram, rather than a spatially integrated or@onversely, th@utput of the DE$nust have
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one dimensiordedicated to the dispersespectralinformation, while the other dimension would be
a onedimensional spatial extenfThis is because a DES imageseahanceaperture slit through
the entire opticalsystem, which only allowfer finite spatial sampling. Thus, to builgh a spectrally
resolved spatial scene woulgquire a scan othe entire spatial scengeither optically or through
the motion of the platform in a push broom fashigrto build-up individual spatially correlated
spectra.

In other words, while a hypercube at a given resolution and number of bands must be built up via
many scans of a DES, an FTS can build a hypercube of the same spatial scene in dinésssan.
accomplisled because the focal plane is defined spatially as having X and Y extent at a given time
position product of the OPD. A new spatially resolved interferogram is sarfipledthe focal plane

at predetermined points in OPBuilding a time series of spatiabampled interferograms through a
single travel of the moving mirror. When subjected to a Fourier transform, a singlplahe results
inindividual spectra associated with eagpatialpixel positiong a hypercube.

2.5.2 FTS Instrument Resolution Determining Fa ctors

FTS systems are well known for providing a higher resolution output as compared to comparably
sized DES systems. There are several factors to consider in understanding how resolution is
determined from an FTS. The first is instrument line shapaygital DES systemthe entrance
aperture is a narrow rectangular slit, while the exit is also a slit. Convolving these two rectangular
functions ideally results in a triangular line shape that modulates the spectral oufputher, the

ruling of the graéing contributes to the spectral resolution as well.

Ostensibly, in an FTS, if one were able to build an infinitely long interferogram, a transform of this
would result in a perfect reconstruction of the input. Unfortunately, the interferogram length is
controlled by the total displacement of the mirror, and consequently, the maximum OPD. As a
consequence of having a finite length with an abrupt start and end point, the interferogram appears
to be modulated by a rectangular function. This function has dffect of a perfect notch filter;
passing everything between two bounds, while extinguishing signal outside of the pass range. When
a Fourier Transform is taken of a signal modulated by a rectangular function, because this is
modeled as a linear system, ehresult is a transform of the interferogram convolved with the
transform of the rectangular function. The end spectrum essentially consists of a series of line
positions broadened by thsinc function. An example of a sinc function is shawRigure2.14.
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Notional Sinc Function
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FIGURR.14NOTIONAL SINC FUNONI

A sinc function serves to broaden the shape of the spédeatures contributing to reduced
resolution, but a more troubling aspect is the effect of the side lobes. The negative and oscillating
amplitude can induce spectral line shapes that are completely baseless in physical origin. While the
magnitude of tle effect is minimal, attempts at reducing the influence of the side lobes can be
FOO02YLX AGKSR @Al FTLRRATIGA2Yd I LRRATIFGAZ2Y S YSIFyA)
curtailing the ends of the sampled function suttiat it smoothly decays to zeraather than
abruptly ending.This results in a convolution in the transformddmain with a function that has

only positive minimalside lobes; essentially the square of the sinc functiafthile this step serves

to remove the negativeside lobes resultig in minimal spectral artifacts, the resulting function
pushes that energy back to the main lobe and creates a further broadened spectral line shape. For
most applications this is a reasonable traofé to maintain greater spectral fidelity. Additional,
more complex methods of apodization, such as the Hann and Hamming wirgdowise usedbut

are generally unneessaryfor purposes of the remote sensing of gaseous targélss is due to the
nature of interferogram content in which most of the large ampditucomponents are found near

the zeroOPDpoint, reducing the affect of the amplitude behavior of the apodization functiorss

most of the interferogram.As long as the interferogram is smoothly decayed to zero at the
maximum OPD, the prior effects seem to be minimphrticularly since they represent the highest
frequencies in the spectrunkigure2.15 compares the transform of the triangular apoédfunction

with the original sinc function. Note the broadened central lobe, which is twice as large at the base
as the original sinc function and the dratit reduction in the side lobes.
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Overlay of FFT of Triangle Function with Previous Sinc Function
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FIGURR.15 COMPARISON OF FFTTBFANGULAR APODIZINGNCTION WITH ORIBINSINC FUNCTION

If we consider the instrument line shape without apodization, thajor contribuor to the breadth

of the main lobe and resulting side lobesrigersely proportional tathe maximum OPD. Thus, the
greater the mirror travel, the finer the spectral line shape and consequently, the finer the spectral
resolution.This relationship is shawin the equation below

Az ——— OELA 27)

where’ is the frequency in reciprocal centimeters and L is the maximum OPD in centinfétarse
2.16 compares the same sinc function used in the figure above with one that has a maximum path

difference 5x longer.
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1.1 4

Path Difference Effects in FTS Spectral Line Shape
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FIGURE.16 COMPARISON OF 5X IGHR PATH DIFFERENCETS SPECTRAL SNEPE

As can be seen from the figure, a dramatic narrowing of the main lobe occurs, drastically improving
spectral resolution in terms of instrument line shapegeneral, one can determine the fulidth at
half-maximum (FWHM) spectral line shape for purposes of comparing spectral resolution using the
approximation that the FWHM of @anit sinc functionis given by0.60336(unit sincwidth evaluated

at the onehalf maximum amplitudepoint) divided by the maximum OPBeer, 1992)This shortcut

takes the nominal FWHMf a unitsincand then scales it by the maximum OFDr the commonly

used triangular apodization function, the FWHM bétinstrument line shape is approximately one,
leaving the estimate of the resolution to just be the reciprocal of the maximum ORIBss stated
otherwise, a triangularly apodized derived resolution will be used when quotingnsteument
resolution andconsequent maximum OPD values for simulated speuotthis work.

Since the wavenumber scale and instrument line shape of an FTS can be precisely determined and
are independent of the given wavenumber, the spectra produced on an FTS are essentially
standadized among FTS systelf@arter, Bennett, Fields, & Hernandez, 1993)is is known as the
Connes advantage of the FTS and it allows for easy comparison of FTS spectra to standard reference
spectra, whereas DES spectra dot maintain a constant instrument line shape across the
wavelength scale and require extensive calibration before any comparison between sources can be
made.
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2.5.3 FTS Interferogram Formation

Fromthe standpoint of resolution and throughput, one can see why the Fagtligsuited to the

task of remote sensing of gaseous targéthe FTS is best positioned to detect the comparatively
weak emission from the likely small concentrations of gas geedrfiom fugitive emissions, and
further, to resolve the fine spectral details of thatghsT O2 dzNB S>X ¢ KI G KI ay Qi
operational requirement of an FTtBat the source mustmaintain the same spectral radiance and
physical positiorduring interferogram collectionWith a DES, should the source position move, or
spectral radiancechange the result is a spatially smeared and spectratly radiometrically,
averaged result over the integration time of the detector. While these results aresiretl to be

sure, they can still be useful. Conversely, should these changes occur to the source while developing
an interferogram, severe spectral artifacts are induced in the hypercube. This is because an
interferogram is a sample of the interferencettmn of the light at the product of given point in

time with the length of the mirror travel. The spatial and spectral relationships of the source must
be maintained over the entirety ahe time series for the transform of the resulting samples to have
physical meaning. Clearly, this causes a problenen using an FTS to collect temporally and
spatially transient events (as in the propagation of a gas plume) from a moving plaffarsneffect

was characterized in work accompkghby Mitdell and cowokers (Mitchell, Hemmer, Lewis, &
Salvaggio, 2001)'he group demonstrated how temporally varying radiance negatively impacts the
collected interferogram.

The obvious solution is to complete a scan of the desinedimum OPDefore platform or target
motion induces changes in the source. This solution involves optimizing many operational
parameters, which together comprise the bulk of the effort of this waikhat follows is a brief
description of an interferogram and the trammsim process so that a better understanding of the ill
effects of motion can be established.

In most FTS systems, a laser is used to trigger sampling events at predetermined lengths of OPD.

This is easily accomplished in that an essentially monochromatier légenerally H&le at
15798.0024 ci) produces a regular sinusoidal variation with the phase difference introduced by
the moving mirror(Beer, 1992) This difference in optical path will causepeating intervals of
constructive and destructive interference as theve fronts of thetwo beamsmove in and out of
phase. These intervals can be used to trigger the sampling of the interferogfam. precise
measurements of optical path can be madging this technique so that an OPD can be assigned to
each sample pointlt turns out that one need not sample at every triggering event. The theory
follows Nyquist in that if thenaximum frequencygignal is already oversampled by a factor of two,
thenalRA GA 2y f & imgrove the r@sultdlBis/cOritept clears a common misconception
that suggests additional sample poimast the Nyquist limit at a given ORDan FTS will improve
resolution. As was showim Figure 2.16, it is a larger maximum OPD, and therefore larger
interferogram, that results in better resolutionnot additional samples over the same OPD.

Meeting the minimum sampling req@ment in the LWIR is not difficult and results in a factor of
GRIE QI O2YLINBaaAz2yé¢ y20 20KSNBAaS FdadlrAylrotsS
regions. The compression results in that some integer multiple of laseitlationzero crossings
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would trigger the sampling eventather than creating a sample at every zero crosdmghis case,

to sample without aliasing in the LWIR, a spacing of six laser wavelength intervals will allow a
Nyquist sampling rate of the LWIR up to 1316.5'c@f cairse, to preventinternal aliasing, an
optical bandpass filter needs to be installed to roughly cover the range of interest.

2.5.4 Anatomy of an Interferogram

As previously dicussed, interferograms consist a series of radiance measurements at specified

OPDintervals that correspond to the interference pattern of two beams of light that differ in phase.

From a Fourier Analysis stand point, it is easiest to envisioccessive segments in the

interferogram as corresponding to the level of sinusoids preseatgitzen frequency if one were to

completely reconstruct a spectrum by approximating it with overlapping sinusoidal functions.

Spectral features found in the spectrum that vary slowly would correspond to combinations of low

frequency sinusoids and this ceifiution would be found early in the interferogram formation. In

visualizing the interferogram this way, one can see why the longer the maximum OPD, the finer the
instrument resolution. This is because higher and higher frequency sinusoids are incluithed in

spectral reconstructionwhichresult in greater fidelity to the original signal. Conversely, getting the

first several OPD points correct is critical in achieving a radiometrically accurate measurement as

these points essentially carry the signal ldlas ¢ KS @SNE FANBRIG LRAYG Aa (y26Y
GoKAGS tfATKGEG FNARAYy3IASE o62[Coz 2N TSNR LI GK RAA&GEYOS
and all transmitted frequenci of light pass without destructive interferenc&he series of

triangularly apodized, singk#dedinterferograms shown ifrigure2.17 illustrate the enhancement

to spectral detail through finer resolution as the entire interferogram is fornigue seriesimply

uses the PNNL absomity data forammonia and ranges from 0.01 to 1 cm maximum OPD. The

panels can be directly compared to the corresponding transformed spectra foufigune2.18.
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FIGURR.17INTERFEROGRAMETHEIRIES O¥H; BYMAXIMUMOPD

FIGURR.18 SPECTRAERIES Of+ BYMAXIMUMOPD

The series progression cleadhiows how the first several OPD samples establish the foundation to
the spectrum, while each successive increase in maximum OPD allows for the inclusion of finer
spectral detail until all features are fully resolvethe concept of different elements opeactral
features appearing in different and distinct regions of the interferogram is critical in understanding
how FTS instruments are affected by error and how to recover evidence of a spectral feature in the

34






































































































































































































































































































































































































































































































