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Abstract 

The remote sensing gas detection problem is one with no straightforward solution. While success 

has been achieved in detecting and identifying gases released from industrial stacks and other large 

plumes, the fugituve gas detection problem is far more complex. Fugitive gas represents a far 

smaller target and may be generated by leaking pipes, vents, or small scale chemical production. The 

nature of fugitive gas emission is such that one has no foreknowledge of the location, quantity, or 

transient rate of the targeted effluent which requires one to cover a broad area with high sensitivity. 

In such a scenario, a mobile airborne platform would be a likely candidate. Further, the 

spectrometer used for gas detection should be capable of rapid scan rates to prevent spatial and 

spectral smearing, while maintaining high resolution to aid in species identification. Often, 

insufficient signal to noise (SNR) prevents spectrometers from delivering useful results under such 

conditions. While common dispersive element spectrometers (DES) suffer from decreasing SNR with 

increasing spectral dispersion, Fourier Transform Spectrometers (FTS) generally do not and would 

seemingly be an ideal choice for such an application. 

FTS are ubiquitous in chemical laboratories and in use as ground based spectrometers, but have not 

become as pervasive in mobile applications. While FTS spectrometers would otherwise be ideal for 

high resolution rapid scanning in search of gaseous effluents, when conducted via a mobile platform 

the process of optical interferogram formation to form spectra is corrupted when the input signal is 

temporally unstable. 

This work seeks to explore the tradespace of an airborne Michelson based FTS in terms of modeling 

and characterizing the performance degradation over a variety of environmental and optical 

parameters. The major variables modeled and examined include: maximum optical path distance 

(resolution), scan rate, platform velocity, altitude, atmospheric and background emissivity 

variability, gas target parameters such as temperature, concentration-pathlength, confuser gas 
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presence, and optical effects including apodization effects, single and double-sided interferograms, 

internal mirror positional accuracy errors, and primary mirror jitter effects. It is through an 

understanding of how each of the aforementioned variables impacts the gas detection performance 

that one can constrain design parameters in developing and engineering an FTS suitable to the 

airborne environment. 

The instrument model was compared to output from ground-based FTS instruments as well as 

airborne data taken from the Airborne Hyperspectral Imager (AHI) and found to be in good 

agreement. Monte Carlo studies were used to map the impact of the performance variables and 

unique detection algorithms, based on common detection scores, were used to quantify 

performance degradation. Scene-based scenarios were employed to evaluate performance of a 

scanning FTS under variable and complex conditions. It was found that despite critical sampling 

errors and rapidly varying radiance signals, while losing the ability to reproduce a radiometrically 

accurate spectrum, an FTS offered the unique ability to reproduce spectral evidence of a gas in 

scenarios where a dispersive element spectrometer (DES) might not. 
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1  Introduction  
Gaseous effluent species detection and identification has long been a major goal of the remote 

sensing community.  Several benefits can be derived from knowing the species, and possibly the 

quantity, of gases in the environment.  Specifically, valuable information can be extracted from 

ǘǊŀŎƪƛƴƎ ǘƘŜ ǎƻǳǊŎŜǎ ƻŦ ŜƴǾƛǊƻƴƳŜƴǘŀƭ Ǉƻƭƭǳǘŀƴǘǎ ǎǳŎƘ ŀǎ άƎǊŜŜƴƘƻǳǎŜέ ƎŀǎŜǎΣ ƻȄƛŘŜǎ ƻŦ ǎǳƭfur and 

carbon, and other gases associated with industrial facilities.  In addition to environmental 

monitoring, knowledge of the gases produced from an industrial facility may provide information 

about the kinds and quantities of materials produced at a given site, the efficiency of the various 

production processes, and the times and rates of activity across the site. This information is useful 

for those conducting treaty and compliance monitoring, or even commercial espionage, among 

other intelligence purposes. 

Gas detection and identification as a process has long been achieved in the laboratory setting.  

Fourier Transform Infrared Spectrometers (FTS) provide high resolution, low noise spectra covering 

the shortwave through far infrared (two to twenty micrometers) in fewer than ten seconds (Griffiths 

& de Haseth, 2007). In addition, dispersive element spectrometers (DES), such as long focal length 

monochromaters using highly-ruled diffraction elements, can resolve the finest of spectral details.  

These instruments can provide nearly certain identification and reliable characterization of any gas.  

Unfortunately, the technology and methods applied in the laboratory do not readily translate to the 

outdoor remote sensing problem.   

In the laboratory, several steps are taken to isolate the true spectrum from major sources of spectral 

contamination.  The gas sample is isolated in a vessel and the temperature and pressure of the 

collection conditions are tightly controlled. Further, the background environment in the 

spectrometer can be easily removed via subtraction and/or inert gas purge. Finally, a controlled 

source emission is passed through the gas sample and monitored for absorption, or a known source 

is used as an emission stimulus, providing predictable results (Griffiths & de Haseth, 2007). This 

collection environment is clearly not possible when the remote sensing problem is moved outdoors 

where the gas vessel becomes the atmosphere and the background can be extremely varied. Of 

course, the key then becomes to either control, mitigate the ill effects of, or quantify as many of 

these parameters as possible. 

One proven approach to the remote sensing of gas plumes, which mitigates the effects of many of 

the parameters that cannot be controlled, is in the detection of gaseous effluent from exhaust 

stacks of major industrial facilities (Chaffin, Marshall, & Kroutil, 1995). To minimize the effects of the 

background, one places a staring spectrometer on the ground and points up at the stack to collect 

through the vapor plume with the cold sky as a background. This step provides good thermal 

contrast, ensuring the plume will be in emission, while providing a relatively stable background that 

can be well modeled with minimal effort. In addition, using a static collection system to stare at a 

virtually constant stream of the gaseous target is nearly an ideal detection scenario.  Providing the 
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near constant presence of the source target allows for substantial integration times, which 

significantly improves the signal quality.  Finally, the likely large amount and high temperature of 

effluent leaving the stack provides a strong spectral emission from the target gas, further improving 

the signal quality. Clearly, this collection method is well poised to obtain good results in this 

scenario. 

Of course, when one mounts the spectrometer to a moving platform, such as an aircraft, the 

scenario becomes increasingly complex, but certainly tractable. One still knows where to stare to 

obtain a target spectrum and assuming a reasonable pointing accuracy, the major problem then 

becomes the changing background and atmosphere, vibration, and pointing accuracy that may 

introduce additional spectral features into the target spectrum further complicating detection and 

identification.  However, many of these problems can be compensated for in post-processing with 

accurate modeling of the collection environment. 

While major strides have been made in the staring imaging spectrometer field, where high 

resolution tripod mounted imaging spectrometers can be left to autonomously collect and process 

detection images at video rates, the down-looking airborne problem leaves much to be desired 

(Chamberland, Villemaire, & Tremblay, 2004). The problem becomes increasingly complex if the 

collection requirement is not to stare at a fixed source such as an exhaust stack, but rather to locate 

a source, such as a leak in a pipe in a given region. In the case of the so-ŎŀƭƭŜŘ άŦǳƎƛǘƛǾŜέ gas 

emission, not only is the knowledge of the source position lost, but the predictability associated with 

the rate and thermal contrast of the chemical plume also becomes uncertain.  Now the 

requirements placed on the sensor to address the new collection requirements become that of a 

άgas ŦƛƴŘŜǊέ ŀƴŘ ǘƘŜƴ ŀ άspecies identifierέ ς essentially two different sensor systems.  

The FTS is particularly well suited to accomplish both of these sensor roles due to its method of 

forming a spectrum. Adjustments to instrument resolution are only primarily limited by the space 

available in the optical path and the instrument throughput is significantly higher than traditional 

DES instruments. Whereas a DES will suffer substantial loss in signal to noise (SNR) with increased 

spectral dispersion to achieve fine spectral separation, an FTS retains much of the original SNR at 

high resolution. In terms of scan rate and resolution, a single FTS can be operated in both a mode 

optimal for finding gas leaks as well as being able to rapidly switch to a άǎǇŜŎƛŜǎ ƛŘŜƴǘƛŦƛŜǊέ ƳƻŘŜ ς a 

task similarly accomplished by two different DES instruments. While the flexibility offered by an FTS 

is unique among spectrometers, the method of spectrum formation also has drawbacks associated 

with temporally fluctuating input signals during integration. 

1.1 Objectives  
This work seeks to explore the tradespace of an airborne Michelson based FTS in terms of modeling 

and characterizing the performance degradation over a variety of environmental and optical 

parameters. The major variables modeled and examined include: maximum optical path distance 

(resolution), scan rate, platform velocity, altitude, atmospheric and background emissivity 

variability, gas target parameters such as temperature, concentration-pathlength, confuser gas 

presence, and optical errors including apodization effects, single and double-sided interferograms, 
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internal mirror positional accuracy, and primary mirror jitter effects. It is through an understanding 

of how each of the aforementioned variables impacts the gas detection performance that one can 

constrain design parameters in developing and engineering an FTS suitable to the airborne 

environment. This effort will be aided by the use of the Digital Imaging and Remote Sensing Image 

Generation (DIRSIG) model along with its associated Blackadar Gas Plume Generator. Using DIRSIG, 

complex scenes are developed with multiple background material emissivities and temperatures, 

variable atmosphere and an accurate plume model steeped in the latest advances in computational 

gas plume theory. This realistic modeling of the collection environment allows for testing of data for 

an instrument that is not operational and real data is not readily available.  

In condensed format, the objectives of this work include: 

¶ Identify and Map FTS instrument parameters that affect detection performance 

¶ Construct and validate an airborne Michelson FTS-based computer model that employs each 

of the identified parameters 

¶ Develop detection performance metrics independent of SNR that accurately quantify the 

impact of each parameter 

¶ Independently evaluate the tradespace among sets of parameters using Monte Carlo 

random trials to determine likely operational envelopes and thresholds of reliable detection 

performance 

¶ Construct simulated scenarios in which the operational envelopes are employed to 

determine the performance of the FTS system in given collection scenarios  

Relevant background and theory information to the gaseous plume remote sensing problem will be 

presented in the subsequent section. The background is then followed by an approach section 

detailing the performance parameters and tradespace map, the approach and the inner workings of 

the FTS model, and the construction methods of the complex scene models used in the analysis.  

This is followed by an experimental section that covers all of the trials and studies used to map the 

tradespace as well as the design of the scenarios used to evaluate system performance. The next 

section will cover the results and their analysis in forming the foundation for the FTS performance 

characterization. Finally, the work and the most meaningful results are summarized in the 

conclusion section with recommendations for future work in taking the model to higher levels of 

fidelity.  
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2 Background  
The background is written from the stand point of introducing concepts that are critical in the 

understanding of the enabling processes that allow one to conduct remote sensing in the hopes of 

detecting and identifying target gases in the Long Wave Infrared (LWIR). These topics cover: gaseous 

and solid phase spectroscopy, atmospheric influences on spectra collected in the LWIR, a 

mathematical model for sensor-reaching radiance, a primer on Fourier Transform Infrared 

Spectrometers (FTS), and a summary of prior work in the field. 

2.1 Gaseous Spectroscopy 
The foundational underpinning of this work relies on the understanding of the spectroscopic 

phenomena of gaseous chemical species that allows for the exploitation of collected spectra. Each 

atom and molecule can be exploited via its interaction with light to reveal its unique identity.  To 

further understand how this is possible, one must understand, among other things, the nature of 

the electronic environment of each atom and molecule. 

While the scientific discipline of spectroscopy encompasses multiple transition modes and sensing 

modalities, this discussion will be confined to valence electron transition associated with vibrational 

and rotational molecular motion. These transitions commonly occur in the infrared and can be 

sensed by FTS and myriad dispersive spectrometers.  

The descriptive model of the electronic environment in a molecule is comprised of various allowed 

quantum states that constitute a given molecular orbital. It is precisely these allowed quantum 

states that give rise to the discrete nature of spectra associated with gases. Molecular orbitals are 

formed when quantum states of two atoms overlap defining regions of space where an electron is 

likely to be found. The energy associated with each allowed quantum state is affected by such 

factors as distance from the nuclei and proximity of neighboring electrons. Interactions between 

ŜŀŎƘ ŜƭŜŎǘǊƻƴ ŀƴŘ ǘƘŜ ǇǊƻǘƻƴǎ ŦƻǳƴŘ ƛƴ ōƻǘƘ ǘƘŜ άƘƻƳŜέ ŀǘƻƳ ƴǳŎƭŜǳǎ ŀƴŘ ǘƘŜ ƴŜǿ ƴŜƛƎƘōƻǊƛƴƎ 

ŀǘƻƳΩǎ ƴǳŎƭŜǳǎ ŀŦŦŜŎǘ ǘƘŜ ƳƻǘƛƻƴΣ ŀƴŘ ǘƘŜǊŜŦƻǊŜ ŜƴŜǊƎȅΣ ƻŦ ǘƘŜ ŜƭŜŎǘǊƻƴ ǘƘǊƻǳgh forces of 

electrostatic attraction.  Repulsive forces from nearby electrons and nuclear shielding from 

electrons in lower quantum states placing them closer to the nucleus counteract these forces of 

attraction.  Clearly, one can see that fundamental quantities such as the number of protons in the 

nucleus and number of electrons associated with an atom have great influence over the electronic 

environment and the resulting energy states.  The distinctiveness of these quantities in each atom 

and molecule is the primary reason why these entities can be uniquely indentified via their 

spectrum. 

While the electronic distribution of a molecule is an important consideration, the real story behind 

the generation of the observed spectral features is associated with the vibrations and rotations that 
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a molecule undergoes. Starting with a diatomic example, one may envision the electrostatic 

attraction and ensuing overlap of quantum states as a bond between the two atoms that keeps 

them in proximity of one another. This bond is often modeled as a spring with an associated 

restoring force undergoing simple harmonic motion.  The potential energy of the restoring force 

models the energy bounds of the allowed vibrational quantum states (Laidler, Meiser, & Santuary, 

2003). While the potential energy of a spring, as a function of displacement, can be modeled as a 

parabola, that of a molecule needs further modification.  Assuming the molecule has a temperature 

it will vibrate. While undergoing vibration, the range of movement will be influenced from the forces 

of nuclear repulsion and electrostatic attraction resulting in anharmonic deviations from the 

parabolic approximation of the potential energy, particularly at high vibrational energy levels. As the 

two nuclei approach each other, the force of repulsion generated by the protons grows 

asymptotically with decreasing internuclear separation. Conversely, forces of attraction decrease 

gradually as the nuclei separate until the nuclei are so far apart that the momentum of the nucleus 

is sufficient to overcome the attraction and the molecule dissociates into two atomic fragments.  At 

the point of dissociation, no further vibrational quantum states can exist, which serves to provide an 

envelope of energy associated with the vibration.  

This envelope of energy is modeled by the Morse potential energy diagram and is shown below in 

Figure 2.1. The figure shows several possible transitions in both absorption and emission. Note how 

absorption events are initially limited to the ground vibrational state of the ground electronic state 

in this system. The fact that most absorption originates from the ground electronic state limits the 

locations of line positions that one would observe for a system in absorption. Whereas in emission, 

the process may originate from any level where an excited population may exist, in addition to 

internal relaxation processes and quenching that result in a reduction of energy before the photon is 

released with the remaining energy. This phenomenon generally results in several more line 

positions evident in an emission spectrum as compared to an absorption spectrum for a given 

molecule. Further, this concept gives rise to fluorescent and phosphorescent modes where short 

wavelength, high energy photons are absorbed, but some time later, after relaxation events or 

system crossings take place, a longer wavelength, lower energy photon emerges.  
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FIGURE 2.1 MORSE VIBRATIONAL POTENTIAL ENERGY DIAGRAM FROM LAIDLER 

The vibrational quantum states associated with a given form of vibration begin relatively equally 

spaced, as shown in the Figure 2.1, and then become infinitesimally close as the dissociation level is 

approached. This narrowing of energy level spacing approaches a continuum representing the lack 

of constraining forces on the two nuclei as they essentially become separate, free entities (Laidler, 

Meiser, & Santuary, 2003). For practical purposes of spectra encountered in passive remote sensing, 

generally transitions between the ground and first and second excited vibrational states will give rise 

to the observable spectral features. The energy spacing for these transitions is nearly identical and 

thus overtone (or harmonic) transitions, those transitions that are multiples of energy from the 

ground to first excited state, can quickly be identified in the spectrum at line positions that 

correspond to nearly twice the energy of the transition between the ground and first excited state ς 

the fundamental transition.  

While the diatomic vibrational model serves as an easily grasped conceptual understanding of the 

origins of vibrational spectra, it certainly does not tell the whole story. Polyatomic molecules, by 

virtue of having more than two atoms, now have additional degrees of freedom that translate to 

multiple modes of vibration. Carbon dioxide is very illustrative of this point.  

The total vibrational degrees of freedom (DoF) of a molecule can be found by multiplying the 

number of atoms in the molecule by three and subtracting five for a linear molecule and six for a 

bent molecule (Laidler, Meiser, & Santuary, 2003). In the case of carbon dioxide, a linear molecule, 

there are four DoF, whereas water, a bent molecule, would have three. These DoF can be visualized 

by placing a three-dimensional axis at the center of the molecule. We can then set the molecule in 

motion and see that the oxygen atoms can each vibrate in an equidistant manner from the central 

carbon atom, or alternate in an asymmetric fashion. Additionally, the oxygen atoms can bend within 

and out of a plane superimposed through the central axis.  To see how these DoF translate to 
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observed spectral features, one must understand the energy associated with each vibration as well 

as the mechanism of coupling between electromagnetic radiation and the molecule. 

From an energy standpoint, it turns out that comparably little energy is required to make a molecule 

bend ς for carbon dioxide, this energy is on the order of 667 cm-1 (15 µm, 82.7 meV). It should 

follow that one should observe two spectral features for carbon dioxide for bending, one for each 

bending DoF, however only one is found.  This is due to the fact that it takes the molecule the same 

ŀƳƻǳƴǘ ƻŦ ŜƴŜǊƎȅ ǘƻ ōŜƴŘ ǊŜƎŀǊŘƭŜǎǎ ƻŦ ǿƘŀǘ άŘƛǊŜŎǘƛƻƴέ ǘƘŜ ōŜƴŘƛƴƎ ǘŀƪŜǎ ǇƭŀŎŜΦ ¢ƘŜ ǇƭŀƴŜǎ ǿŜ 

superimpose on the molecule are simply a matter of recordkeeping and do not imply differences in 

energy. Additionally, the asymmetric stretching noted above will have a much higher energy 

associated with it due to the energy required to cause asymmetric displacement of the atoms in the 

bond. For carbon dioxide, this energy is about 2350 cm-1 (4.25 µm, 291.4 meV) and a spectral 

feature is in fact observed at this corresponding line position. Interestingly, the symmetric stretch, 

which corresponds to an energy of 1340 cm-1 (7.46 µm, 166.1 meV) has no observable spectral 

feature. This spectral feature is not evident because the symmetric mode of vibration in carbon 

dioxide does not allow for the coupling of electromagnetic radiation with the molecule. 

In order for a molecule to interact with light to manifest vibrational-rotational spectral features, the 

molecule must possess a rhythmically transient net dipole (Laidler, Meiser, & Santuary, 2003). A 

dipole is formed when a separation of charge has occurred. In this case the highly electronegative 

oxygen and less electronegative carbon atoms would form a dipole moment between each other. In 

the case of an asymmetric stretch, for the side of the molecule with the farther displaced oxygen 

atom, this side will have a larger magnitude dipole than the other, minimally displaced oxygen.  The 

result is a net dipole that oscillates as the individual dipoles change in magnitude through each 

vibration. From electrodynamics, it is known that an oscillating charge creates a field.  It is this field 

that allows coupling with electromagnetic radiation (which itself has alternating electric and 

magnetic fields) with the appropriate energy to cause an electron transition between two 

vibrational states. It is now easy to see that the mode of symmetric stretching for carbon dioxide 

always poses two equal dipoles against each other creating no net dipole. This mode of vibration 

cannot couple with light and is therefore deemed infrared-inactive. In the bending vibrational mode, 

the bending of the molecule removes the direct opposition of the dipoles and allows for the 

summation of both creating a net dipole that weakly oscillates through the bending motion. 

To further complicate matters, each vibrational mode will have its own vibrational spectral 

transition with associated harmonic transitions, in addition to the combination bands that arise from 

combined transitions between fundamental and harmonic transitions of two different vibrational 

modes. The identification of combination bands is not straightforward and is well beyond the scope 

of this discussion. 

What has essentially been accomplished to this point would allow one to identify the center of the 

band position of a spectral feature that would arise from a vibrational transition. As was 

demonstrated with carbon dioxide, the amount of energy required to stimulate a vibrational mode 

of a molecule is on the order of tenths of an eV and most molecules in ambient atmospheric 
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conditions will experience sufficient thermal energy to excite the first few of these transitions. What 

have not yet been discussed are the rotational transitions that often accompany each observed 

vibrational transition in the infrared (IR).  

Rotational transitions arise from the rotational DoF associated with a molecule, and if a three 

dimensional axis is superimposed, it can be seen that there are three rotational DoF. Of course, as 

was seen in the argument relating the multiple bending DoF in carbon dioxide to the singular 

vibrational transition, the same can be said for rotational DoF and the energy of rotation. Again, our 

ǊŜŎƻǊŘƪŜŜǇƛƴƎ ŘƻŜǎ ƴƻǘ ŎƻƴǎǘǊŀƛƴ ŀ ƳƻƭŜŎǳƭŜΩǎ Ǌƻǘŀǘƛƻƴ ƛƴ ǘƘǊŜŜ-space and it stands to reason that 

the same amount of energy is required to accomplish a similar rotation through any plane of an axis.  

Just as very little energy is required to bend a molecule; even less is required to rotate a molecule. 

Pure rotational transitions occur in the microwave region of the electromagnetic spectrum where 

required energies are on the order of hundredths of an eV. In fact, in most ambient atmospheric 

conditions, the thermal energy alone is enough to elevate the most populous rotational energy level 

from the ground state (as is the case with vibrational levels) to the third or fourth rotational level (or 

higher). While rotational transitions can be selectively excited, they generally accompany observed 

vibrational transitions associated with IR energies. This creates a joint vibrational-rotational, or ro-

vibrational, transition. This is of importance to the remote sensing community as this type of 

transition is responsible for the spectral band shape that is observed for gases. 

Vibrational-rotational transitions are modeled by what are known as allowed transitions, or 

selection rules.  These rules were derived from the limits of symmetry in the molecule with 

consideration given for favorable overlap of the wavefunctions describing the energy levels of the 

system. The rules dictate that the only allowed transitions are between rotational states that are 

separated by one energy level. If, for example, the originating level is from rotational level five in the 

vibrational ground state and it transfers to a level in the excited vibrational state, it must transition 

to an excited state in rotational level four or six. Thus, if the transition is from five to four, the 

change in levels is one less and is a P-type transition. If the transition is from five to six, the change 

in levels is one more and is an R-type transition. If the rotational energy levels were all equally 

spaced, as is nearly true with the first few vibrational levels, these rules would be of no 

consequence, but the necessity for this convention arose due to the non-linear increase in energy in 

each successive rotational level. It can be seen that if each transition is between two differing 

rotational levels of what is otherwise two equally spaced vibrational levels, one will see spectral line 

positions occur on either side of what would be the line position of a purely vibrational transition. 

The P transitions are less energetic than the R transitions and form a manifold, or branch, of spectral 

lines at lower energy line positions from the central vibrational line position, whereas the R branch 

forms on the opposite side. Figure 2.2 is a modified Morse potential energy diagram showing the 

vibrational energy envelope limiting the vibrational energy as a function of internuclear separation, 

with an inset showing an exploded view of notional rotational transitions of the P and R branches 

from the ground to first excited vibrational states. Note the non-linear increase in rotational energy 

level spacing with each successive rotational level. 
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FIGURE 2.2 MORSE POTENTIAL ENERGY DIAGRAM WITH ROTATIONAL TRANSITION INSET (LAIDLER, MEISER, & SANTUARY, 2003) 

The transition that has not yet been addressed, that between the same rotational energy levels 

between the ground and excited vibrational levels, is known as a Q branch transition and is 

ŎƻƴǎƛŘŜǊŜŘ ŦƻǊōƛŘŘŜƴΦ Lǘ ƛǎ ǳƴŦƻǊǘǳƴŀǘŜ ǘƘŀǘ ǘƘŜ ƴŀƳŜ άŦƻǊōƛŘŘŜƴέ was chosen for this transition 

type ς it is not really forbidden at all, it is just unlikely given a moleculeΩs symmetry. All that is 

required for this transition to occur is an accompanying change in orbital angular momentum. This 

change will depend on the molecular geometry and can be seen in various modes of vibration. In 

fact, in a simple IR spectrum of a single gas, it is not uncommon to see vibrational-rotational bands 

where some bands have Q branch spectral features and other bands from differing modes that do 

not (as is the case with carbon dioxide).  

The band shapes correspond to the population of molecules that undergo a given transition. The 

shape is humped because the majority of the population resides well above the ground state due to 

the ambient thermal energy. For the R branch, since each successive transition requires additional 

energy over the previous transition, the available population quickly curtails and the transition 

series comes to an abrupt end. Similarly, the P branch transitions begin with a hump and quickly 

curtail as well as each successive transition becomes smaller and smaller and eventually becomes 

self-limiting. The Q branch appears as more of a spike, or Lorentzian-like line shape, as these 

transitions are tightly clustered due to the approximately equal spaced energy transitions and would 

occur near the purely vibrational transition line position. Figure 2.3, from the NIST Chemistry Web 

Book, shows a LWIR spectrum of dichloromethane with nearly distinct P, Q and R branches. Note the 

wide-band character of the P and R branches and the Lorentzian character of the Q branch. 
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FIGURE 2.3 LWIR SPECTRUM OF DICHLOROMETHANE WITH P, Q, AND R BRANCHES, RES. 0.125 CM-1 

Minor changes to the band shape will occur as the thermal energy available to the gas changes. A 

lower temperature will manifest itself as a contraction of the bands towards the central vibrational 

transition, with a slight bias towards the P branch. Conversely, heating the gas will promote the 

population to higher rotational levels, broadening the bands and lowering the intensity of each 

individual line as the population becomes spread thin.  

Factors that affect the position of each successive rotational line include centrifugal distortion and 

the rotational inertia of the molecule. The effects of centrifugal distortion become increasingly 

important at high rotational energies. The faster the molecule spins, the greater affect άcentrifugal 

forceέ will have in causing the internuclear separation to increase beyond that associated with the 

given vibrational energy for a given vibrational mode. When the internuclear separation increases, 

there is a resultant increase in the rotational inertia causing an overall decrease in spacing between 

adjacent rotational lines. Additionally, the reduced mass, which is a component of the rotational 

inertia, is essentially a ratio of the masses of the atoms in the molecule. The reduced mass 

influences the energy required to increase the rotation of a molecule and manifests itself as the 

primary driver of separation between rotational lines. The rotational sensitivity to mass is so great 

that if one had sufficient spectral resolution, the line positions between two isotopes of one atom in 

a molecule (with a reasonable contrast in mass) could be resolved, even though the mass difference 

is only that of one or two neutrons (1.675 x 10-24 g/neutron). This phenomenon manifests itself as 

Ǌƻǘŀǘƛƻƴŀƭ ǇŜŀƪ άŘƻǳōƭŜǘǎέΣ ƻǊ ǇŀƛǊǎΣ ǿƛǘƘ ƛƴǘŜƴǎƛǘƛŜǎ ǘƘŀǘ ŎƻǊǊŜǎǇƻƴŘ ǘƻ ǘƘŜ ŀōǳƴŘŀƴŎŜ ƻŦ ǘƘŜ 

isotopic species in the sample. 

It is generally the case that in remote sensing of gaseous targets, not only is the spectral resolution 

required to resolve individual rotational lines in a ro-vibrational band unnecessary for gas 

identification, it is unreasonable to try to achieve such resolution outside of the laboratory 

environment. Collected spectra in the LWIR generally show detail at the band level where one may 

be able to resolve the P, R, and Q branches (if present) of a band as distinct entities, perhaps with 

some indication of the rotational line detail underlying the band in each branch. The positions of a 
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few bands representing a few different vibrational modes are generally sufficient to identify a gas. 

Furthermore, little can be obtained about the rotational, or vibrational, temperature of the gas from 

the band shape at this resolution as the data are only suited to the coarsest of estimates. The figure 

below illustrates many of the points from this section including the distinctness of the P and R 

branches, the appearance of rotational lines in a ro-vibrational band that are partially discernable, 

and isotopic splitting of rotational lines from the two isotopes of chlorine. 

 

FIGURE 2.4 INFRARED SPECTRUM OF DICHLOROMETHANE, RES. 0.125 CM-1 

Note that both of the figures from this section showing the spectrum of dichloromethane illustrate 

the point made where the particular mode of vibration either allows for, or prevents the Q branch 

transitions from occurring. Figure 2.4 indicates a stretching mode, while Figure 2.3 represents a type 

of bend known as a deformation, which changes the molecular symmetry allowing for a change in 

orbital angular momentum. 

2.2 Solid Phase Spectroscopy 
While the purpose of this work is to identify chemical species in the gas phase, a major portion of 

the observed spectrum will be due to solid phase spectral phenomena. This portion of a spectrum 

generally comprises the background (minus atmosphere) of whatever the down-looking sensor 

άseesέ behind/through the target gas.  

Atoms and molecules found in the condensed state behave quite differently than when essentially 

unconstrained in the vapor phase. Solids are generally represented by a lattice network of atoms in 

close formation of one type, or a combination of regular, repeating orders (Huheey, Keiter, & Keiter, 

1993). Atoms constrained to this state continue to vibrate, but the electronic environment of each is 

substantially perturbed and influenced by that of the surrounding atoms, which directly affects the 

energy of the system as a whole.  In addition to photon interaction, phonons are introduced, which 

represents energy transferred to an entity through the vibrational motion of the bulk lattice 
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(Patterson & Bailey, 2007). All of these factors combine to essentially smear out what was once the 

discrete spectral nature of entities in the gas phase. In fact, the emission spectrum of a solid is 

generally well modeled by a continuous function known as the Planck Black Body Equation, equation 

2.1, with units of spectral radiance 

                                                               ὒ     
  

    (2.1) 

where the constants and parameters include tƭŀƴŎƪΩǎ Ŏƻƴǎǘŀƴǘ (h) [J s], the speed of light (c) [m/s], 

.ƻƭǘȊƳŀƴƴΩǎ Ŏƻƴǎǘŀƴǘ (k) [J/K], the temperature of the radiator (T) [K], and the given wavelength of 

emission ( )˂ [micron]. It is clear that the equation is dependent on the Boltzmann population of the 

system at a given temperature. This allows one to model the limits of the energy available to each 

transition of a given wavelength, resulting in the characteristic short wavelength-side drop-off 

associated with black body radiation.  

The construct of a black body is such that an optically opaque, reflectionless physical environment 

exists in which an emitted photon is absorbed and re-emitted multiple times before it exits the 

system. As such, the black body model is well suited to describe solids, but also models the general 

emission from liquids and even extremely dense gases such as the sun.  

While the task of background removal would be straightforward if all one needed were the 

temperature and a Planck black body model, real backgrounds are not so cooperative.  Virtually all 

background materials need to be modulated by a term known as emissivity to bring the predicted 

black body radiance in line with observed measurements. When energy in the form of a photon 

impinges on a solid, there are multiple possibilities as to what may happen. Depending on the 

material properties of the solid, the energy may be redirected in the form of reflection, transmitted 

through the solid, or absorbed by the solid. Conservation of energy suggests that the sum of the 

amount of energy reflected, transmitted, and absorbed should equal the total amount of energy 

incident on the solid. CǳǊǘƘŜǊΣ YƛǊŎƘƻŦŦΩǎ ƭŀǿ ǎǘŀǘŜǎ ǘƘŀǘ ǿhen it comes to emission, assuming the 

solid is in thermal equilibrium, a true black body will re-emit whatever is absorbed. This factor, 

which relates an amount of expected emission from the absorption, is known as emissivity. As can 

be seen from this example, even if one assumes a dense, optically opaque solid, some amount of 

energy will be lost to reflection, lowering the amount that can be absorbed, and thus directly 

lowering the emissivity. So to model a real solid, one must modulate the Planck predicted radiance 

by the emissivity, a value ranging from zero to one, resulting in what is known as a gray body. 

To further complicate this model, emissivity, just as is true with absorption and reflection, is a 

wavelength dependent property. This fact can substantially change the model of spectral character 

of a solid showing, in some cases, extreme deviation from the Planck-predicted radiance. Regions in 

the infrared where there can be extreme deviation from the Planck model are in what are known as 

Restrahlen bands. Restrahlen bands manifest themselves as major portions of black-body-modeled 

radiance that are missing due to intense photon absorption from the resonance of the previously 

mentioned phonons. This is a phenomenon unique to the infrared region and occurs where the 
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frequencies associated with optical phonons ς the vibrational harmonics of the solid lattice, are in 

resonance and causes intense absorption. Restrahlen features, much like the ro-vibrational bands of 

gases, are often telltale indicators of the identity of component elements in a solid (Elachi & van Zyl, 

2006). Figure 2.5 demonstrates the deviation from the Planck predicted radiance in the LWIR for 

concrete at 300K. The smooth curve in the chart is the Planck predicted blackbody radiance while 

the red trace immediately beneath it is the same 300K blackbody curve modulated by the emissivity 

spectrum of concrete, which is shown as the green trace that corresponds to the right vertical axis. 

 

FIGURE 2.5 300K BLACKBODY COMPARISON TO 300K CONCRETE WITH EMISSIVITY OVERLAY 

Clearly, background removal or modeling, which is a seemingly straightforward task, can now be 

seen to be exceedingly difficult depending on the composition of the solid. Fortunately, the discrete 

spectral features associated with the target gas one may be trying to identify in the collected 

spectrum are generally finer than those of the solids in the background. Thus, the gas-associated 

ǎǇŜŎǘǊŀƭ ŦŜŀǘǳǊŜǎ Ƴŀȅ ŀǇǇŜŀǊ ǘƻ άǊƛŘŜ ƻƴ ǘƻǇέ ƻŦ ǘƘŜ ƳƻǊŜ ǎƭƻǿƭȅ ǎǇŜŎǘǊŀƭƭȅ ǾŀǊȅƛƴƎ ōŀŎƪƎǊƻǳƴŘ 

features, still allowing for isolation or identification.  

 

2.3 Atmospheric Effects in the LWIR  
The atmosphere is primarily composed of nitrogen and oxygen, leaving approximately one percent 

to an assortment of other constituents. On the surface, one may observe that nitrogen and oxygen, 
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being homonuclear diatomics, possess no rhythmically transient net dipole and therefore, will be IR-

inactive. Assuming for the moment that this premise is true, we will focus on the other one percent 

of the atmosphere that will have substantial influence on the LWIR remote sensing problem. 

The following table, taken from the Handbook of Chemistry and Physics, illustrates a typical 

composition of the atmosphere at sea level.  

 

TABLE 2.1 ATMOSPHERIC COMPOSITION AT SEA LEVEL (CHEMICAL RUBBER COMPANY, 1992) 

Note that the noble gas argon is shown as taking up nearly the entire bulk of the remaining one 

percent of atmospheric constituents, yet argon has no vibrational or rotational modes and is only 

subject to electronic transitions. Thus, argon is not of concern for the purposes of this work. This 

leaves an exceedingly small amount of gases left that are responsible for the overwhelming 

atmospheric absorption features found throughout the infrared portion of the electromagnetic 

spectrum.  

It is a combination of three gases that are responsible for the bulk of these atmospheric absorption 

features, particularly in the LWIR, yet some were not included in the table above. One of these gases 

that was notably left off of the composition table shown above is water. Water is extremely variable 

throughout the atmosphere and is highly dependent on geographic location and time of day, so it 

was not appropriate to include it in the list above. An additional gas left off of the table is ozone. 

This makes sense in that ozone is primarily a stratospheric gas and is generally found in negligible 

concentrations near the surface, outside of dense urban areas. Ozone concentrations are highly 

correlated to altitude and this impact to airborne remote sensing will be explored shortly. Finally, 

carbon dioxide, as shown in the table, is the prominent IR-ŀŎǘƛǾŜ άƳŀƛƴǎǘŀȅέ Ǝŀǎ ǘƘǊƻǳƎƘƻǳǘ ǘƘŜ 

atmosphere and a primary atmospheric absorption culprit. 

Fortunately for the sake of remote sensing, the ro-vibrational features of the aforementioned gases 

do not entirely mask transmission through the atmosphere. There are three primary windows in the 

IR that encompass the shortwave, midwave, and LWIR infrared regions. For the purposes of this 
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work, a subset of the LWIR window from approximately 8-12.5 microns (800-1250 cm-1) will be used. 

This window is flanked by absorptions from the bending mode of water near 8 microns, 

accompanied by the deformation mode of methane and stretching harmonic overtone of N2O. At 

approximately 9.8 microns, ozone punches a hole in the window with a strong dual stretching mode, 

P and R branch band absorption feature. Finally, the bending mode of carbon dioxide fills in the long 

wavelength side of the window with an intense absorption. The LWIR window coincidently covers 

the spectral range where a majority of the gases of interest to remote sensing have significant ro-

vibrational features, many of which occur coincidentally with ozone. These gases will be reviewed in 

detail in the next chapter. 

Radiative transport in this work was accomplished via an atmospheric model called MODTRAN. 

MODTRAN (Moderate Resolution Atmospheric Transmission) was developed by the Air Force 

Geophysical Laboratory at Hanscom Air Force Base twenty years ago as an order of magnitude 

resolution improvement to the then current LOWTRAN 7 code (Low Resolution Atmospheric 

Transmission) (Berk, Bernstein, & Robertson, MODTRAN: A Moderate Resolution Model for 

LOWTRAN 7, 1989). MODTRAN generates transmission values by employing pre-determined column 

densities of various component atmospheric gases, such as the 1976 US standard atmosphere, and 

sums their absorption across the spectral bands of interest. These terms are then applied to the 

path the radiance is to travel in both height and angle through the atmosphere. Finally, scattering is 

considered based on visibility/aerosol loading and environment selected (urban/rural) accounting 

for radiance scattered in and out of the signal path through multiple scattering events. These 

absorption and scattering events are built into layers that keep track of the radiance attenuation 

through the entire path length. Finally, radiance produced by the sun based on time of day and date 

is considered as well as adverse weather conditions the user may select such as rain, ice, clouds, or 

differing amounts of component gases and aerosols. These radiance values are then assembled, 

sampled by the instrument resolution provided, and output into large tables detailing the individual 

contributions of the various effects. The careful consideration and improvements that have gone 

into the construction of MODTRAN over the last several decades of its existence have made it the 

industry standard in moderate resolution atmospheric modeling for remote sensing use. 

Figure 2.6 illustrates the substantial transmission losses through the atmosphere in the LWIR due to 

the named atmospheric gases above at a vertical path length of 1, 5, and 20 kilometers as generated 

by the MODTRAN model. This data was generated using MODTRAN v4r3, for a mid-latitude summer 

geographic region, at a temperature of 278K, with 23 km visibility in a rural scattering environment, 

at 0.05 µm (~5 cm-1 at 10 µm) resolution. 
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FIGURE 2.6 ATMOSPHERIC ABSORPTION PROFILE BY ALTITUDE IN THE LWIR 

Several important points can be made from Figure 2.6. Clearly, individual rotational lines, primarily 

due to water, can be seen throughout the spectrum. This range of rotational lines, which extends 

well through the far infrared to the microwave is known as the water rotational continuum 

(Wozniak & Dera, 2007). Rotational lines for water have a large rotational constant (energy spacing) 

due to the decreased reduced mass and therefore, decreased rotational inertia, thus it is not 

unreasonable to be able to resolve individual rotational lines of water. Conversely, carbon dioxide 

and ozone have comparatively smaller rotational constants due to a much larger rotational inertia 

resulting in closely spaced rotational lines that form the more recognizable band shapes seen in 

earlier example spectra.  

The most important take away from Figure 2.6 is the difference in absorption with altitude. When 

comparing the two lower traces correlating to the five and twenty kilometer altitudes, there is 

minimal differences in nearly all absorption features through the two path lengths with the major 

exception of the ozone absorption feature. This demonstrates that firstly, essentially all of the 

absorption due to carbon dioxide and water vapor will occur in the first five kilometers of path 

length above the ground and second, transmission through ozone is improved by nearly a factor of 

three when dropping down to 5 km from 20 km. The final trace at a 1 km vertical path shows that 

ozone is virtually removed from the spectrum and that there is an appreciable improvement in 

transmission with an expected decrease in the total column concentration of the remaining gases, 

particularly for water. A final point best illustrated by the left to right slope of the two lower traces 
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shows that both Rayleigh (molecular) scattering, which is most prominent among shorter 

wavelengths in the visible, and aerosol scattering have minimal impact to the transmission in the 

LWIR. Should scattering have had a greater impact, a slope of reduced transmission proportional to 

˂-4 would have been more evident. 

As many gases have prominent features in the 9-10 micron region of the LWIR, and due to the 

significant sensitivity and variability of ozone absorption with altitude, it seems prudent to restrict 

the operational altitude of a given aerial collection vehicle to approximately one, and at most, five 

kilometers for the purposes of this study.  

As previously demonstrated, the majority of absorption due to water vapor in the atmosphere will 

occur in the first 5 kilometers of altitude however, the extent of that absorption is dependent on 

current humidity conditions. Figure 2.7 shows an example of a mid-latitude summer (MLS) standard 

atmosphere model from MODTRAN compared to a tropical model at 5 km altitude. Note the 

increased absorption and overall reduced transmission due to nearly double the total column water 

vapor content. Both of these atmospheric models are employed in this work. 

 

FIGURE 2.7 COMPARISON OF TROPICAL AND MLS ATMOSPHERIC MODELS AT 5KM 

Of course, in addition to a cursory analysis of the atmospheric transmission spectrum, 

understanding the complete impact the atmosphere will have on the target signal requires an 
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analysis of both the up and down-welled radiance that accompanies the target radiance, among 

other sources. This analysis can be accomplished via radiometric modeling. 

 

2.4 Mathematically Modeling the Sensor Reaching Spectral Radiance of a 

Gas 
Developing a model to determine the sensor-reaching radiance for the gas detection problem is not 

a straightforward task and requires multiple assumptions. In the LWIR, the main drivers of signal in a 

collected spectrum will come from the target gas itself (assuming it is present in the scene), the 

background, and the atmosphere. Secondary effects from reflections and other sources of stray 

radiation can be shown to have minimal impact to the overall collected radiance for natural 

materials (Tonooka, 2001). The development of this sensor reaching radiance model illustrates the 

foundation of the radiative transport methods implemented in the FTS simulation code used in this 

work. 

2.4.1 Model Assumptions and Mathematical Development  

Beginning with the background, which can be modeled as a modified black body radiator as 

previously established, a temperature must be set to govern the strength of the emission. This 

temperature can be extracted from brightness or apparent temperature studies of the scene, 

through a priori knowledge of the conditions in the scene, or through an educated guess (Boonmee, 

2007). For the sake of simplicity, the latter method will be used. Next, the emissivity at a given 

wavelength must be determined. Spectral emissivity estimation can involve methods that are quite 

complex, and again, for the purposes of simplicity, it can be shown that in the absence of a priori 

emissivity knowledge, a flat estimate of 0.9 across the LWIR spectral range is a reasonable 

assumption, particularly from nadir observations (Tonooka, 2001). For this work, actual spectral 

collects of materials such as concrete, asphalt, steel, and sand taken from Trona, California by 

members of the Digital Imaging and Remote Sensing (DIRS) group at the Center for Imaging Science 

(CIS) at the Rochester Institute of Technology (RIT) will be used as background sources. These 

collects were analyzed by the group to produce emissivity curves in the LWIR and can be imported 

directly to any model requiring no emissivity or temperature estimates. Finally, in a direct line-of-

sight (LOS) to the sensor, the only other impact to the background radiance is the contribution from 

the atmosphere on a per wavelength basis, which is aptly modeled by the MODTRAN software.  

With the background firmly in hand, atmospheric path effects need to be considered. With a 

minimally reflective surface in the LWIR (modeled at an emissivity of 0.9 for example) there is little 

worry of reflected radiance as a major source of energy for natural materials. Should the scene 

contain metals that are highly reflective, there is the possibility of increased spectral contributions 

from the atmospheric spectrum. This contribution often manifests itself as reduced atmospheric 

absorption with the possible inclusion of an ozone band. As previously mentioned, strengthening of 

the ozone band often results in an overlap of key gas spectral features in the LWIR and can impact 

detection performance, or further, result in false alarm detects. Figure 2.8 illustrates the effects of 
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up and down-welled radiance derived from MODTRAN using a 1 km tropical atmosphere and a 0.9 

constant emissivity gray body surface. 

 

FIGURE 2.8 MODELED UP AND DOWN-WELLED RADIANCE 

The red trace, second from the bottom, in the figure shows the contribution from the up-welled 

radiance, which can be seen as the most influential source to the sensor reaching radiance, 

effectively muting a portion of the absorption feature effects from atmospheric transmission. In this 

example, the up-welled radiance would comprise 30% of the total sensor reaching radiance. The 

black trace, third from the bottom, represents the down-welled radiance spectrum at the sensor for 

a perfectly reflective surface, while the blue trace is the surface arriving down-welled spectrum. 

Note the large spectral feature due to ozone from 1000-1060 cm-1 present in the down-welled 

radiance at the sensor. However, the amount of this source radiance that reaches the sensor is 

dependent on the reflectivity of the surface, which in this example is modeled by a gray body at a 

constant 0.9 emissivity. The resulting sensor reaching reflected down-welled spectrum is the 

maroon trace at the bottom of the chart and it shows a near-zero contribution from this source of 

radiance.  Clearly, the magnitude of the contribution from these sources is dependent on not only 

the reflectivity of the surface material, but also the path distance to the sensor, which is to say the 

amount of atmosphere that radiates, and the temperature of the radiator as well. The following 
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panels show the differences and similarities between the up and down-welled radiance profiles for 

each atmospheric model used in this work. 

 

FIGURE 2.9 UP (BOTTOM) AND DOWN-WELLED (TOP) RADIANCE BY ATMOSPHERE TYPE 
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Figure 2.9 shows the spectral nature of each profile type. Both profiles are in emission as they are 

generated by the self-emission of the atmosphere. The downwelled radiance shown in the top panel 

ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ ŜƴǘƛǊŜ ŀǘƳƻǎǇƘŜǊŜΩǎ ŜƳƛǎǎƛƻƴ ƛƳǇƛƴƎƛƴƎ ƻƴ ǘƘŜ ǎǳǊŦŀŎŜΦ bƻǘŜ ǘƘŜ ǎǳōǎǘŀƴǘƛŀƭ 

contribution from ozone. Also note however, that the strength of the emission is more dependent 

on atmospheric profile than altitude. This is because the altitude given is for the sensor height, 

whereas the downwelled comes from the contribution of the entire atmosphere. Therefore, the 

only influence to the total radiance comes from the amount of radiators in the atmosphere. With 

the tropical profile containing twice the water content of the MLS, there is a significant difference in 

the amount of radiating species. The upwelled radiance, which considers the self-emission of the 

atmosphere into the path of the collected radiance, is dependent on how much atmosphere is 

contained between the ground and sensor. As expected, the higher the altitude, or larger number of 

emitting species, the higher the contribution to the total radiance. Of interest is the proximity of the 

5km MLS upwelled radiance profile to the 1km tropical profile. The additional 4km in altitude of the 

MLS profile is approximated by the increase in water vapor of the tropical profile. 

To aid in the development of a sensor reaching radiance model, several assumptions can be made. 

For the moment, assume that if primarily natural surface materials are considered, the assumption 

of no reflected radiance serves to eliminate many second order terms including down-welled 

radiance, that when taken in bulk, have minimal overall effect. However, up-welled radiance, 

generated in the atmosphere along the sensor line-of-sight, becomes an important consideration 

and will contribute to the total sensor-reaching radiance. This quantity varies with wavelength at a 

given altitude across the LWIR window chosen for this work and can be modeled as a wavelength 

dependent additive term. To this point the sensor reaching radiance is modeled by equation 2.2, 

                                                                   ὒ ‐ὄ† ὒȟ                  (2.2) 

where  ˂ is the wavelength of interest, T is the temperature of the background, B, which is 

modulated by a wavelength dependent emissivity term, ,ʁ and the atmospheric transmission, ̱ , and 

the last term represents the up-welled radiance with units: [W m-2 sr-1 µm-1]. The magnitude of both 

the atmospheric transmission and up-welled radiance is of course dependent on the altitude for 

which the model is implemented. To this point the model simply illustrates the sensor reaching 

radiance due to the self-emission of a surface material through the atmosphere with an additive up-

welled radiance. 

Finally, the target gas itself can be modeled. The most troublesome assumption here is that we can 

model the gas as a black body radiator. At first glance, this may seem counterintuitive in that the 

conditions associated with a black body do not seem to apply to a dispersed gas plume. While black 

body conditions may be true for photons generated via energy dissipated from nuclear fusion in the 

sun, as internal photons work their way through the comparatively dense chronosphere, this does 

not seem to hold true for fugitive gas emissions. One would typically associate optically thin, low 

concentrations of dispersed gas with plumes generated from fugitive-type emissions. The approach 

here is to assume local thermal equilibrium (LTE) for a well established/thermalized plume and use 

this temperature for the black body model, then treat the emissivity value as a modulator for a 
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selective radiator. Essentially, if one can link the value of the emissivity via the absorptivity of the 

gas, the black body model will provide the estimate of thermally available energy at each line 

position, which is then modulated via the absorptivity of the gas. It turns out that establishing the 

link from emissivity to absorptivity is rather straightforward. 

CƛǊǎǘΣ ǿŜ ǎǘŀǊǘ ǿƛǘƘ .ŜŜǊΩǎ ƭŀǿ, which states that the absorbance at a given wavelength is directly 

proportional to the absorptivity of the given species, the path length of the measurement through 

the species, and the concentration of the species. This relationship is shown in equation 2.3 

                                                                           ‌ ‖ὰὧ     (2.3) 

where absorbance is on a per wavelength basis and is unitless, kappa is the absorptivity on a per 

wavelength basis with units of reciprocal concentration and reciprocal distance [ppm-1 m-1] , l [m] is 

the path length in units of distance, and c is concentration [ppm], often in units of parts per million. 

While epsilon is historically used to represent absorptivity, kappa has been substituted to prevent 

confusion with the symbol for emissivity. Figure 2.12 shows an example of an absorptivity spectrum 

of a gas in the LWIR. 

Recalling the conservation of energy for photon interaction with a solid mentioned in section 2.2, if 

we assume that the gas is optically thin and has essentially no reflection, the only terms left are 

transmission and absorption. Starting from this assumption, we next assume that the system is in 

LTE and can then say that YƛǊŎƘƘƻŦŦΩǎ law of emissivity being equal to absorbance applies. Then, it 

can be shown that the transmission through the gas is one minus the emissivity, which is equal to 

the expression for absorbance shown above. This development is shown in equation 2.4 as 

‌ † ” ρ  ×ÈÅÒÅ ” π  

‐ ‌ ‖ὰὧ  ÁÔ ,4% 

   † ρ ‖ὰὧ (2.4) 

where the last step shows the equation has been solved for transmission. These equations allow for 

a direct replacement of the emissivity term with the absorptivity and concentration-path length 

value for the modulation of the gas emission. The transmission equation allows the background to 

ōŜ ƳƻŘǳƭŀǘŜŘ ōȅ ǘƘŜ ŀōǎƻǊǇǘƛǾƛǘȅ ƻŦ ǘƘŜ Ǝŀǎ ŀǎ ƛǘ ǇŀǎǎŜǎ ǘƘǊƻǳƎƘ ǘƘŜ ǇƭǳƳŜ ŀǎ ǇǊŜǎŎǊƛōŜŘ ōȅ .ŜŜǊΩǎ 

law. .ŜŜǊΩǎ ƭŀǿ Ƙŀǎ ōŜŜƴ ǎƘƻǿn to remain a linear relationship for low concentrations up to 250,000 

ppm (Skoog, Holler, & Nieman, 1998).  

This relationship can now be added to equation 2.2 with one important caveat. It must also be 

considered that the sensor will collect background radiance that has propagated through the plume 

and the atmosphere. Further, the radiance generated by the plume itself also travels through the 

atmosphere with an anticipated attenuation. Combining all of these concepts results in the equation 

below 
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ὒ ‐ȟὄȟρ ‖ὰὧ ‖ὰὧὄȟ †ȟ ὒȟ          (2.5) 

where the new S and P subscripts indicate a parameter belonging to the surface or the gas plume, 

respectively. The subscript a attributes the transmission attenuation to the atmosphere. Note that 

the background radiance is attenuated by the transmission through the gas plume, whereas the sum 

of both the background and plume radiance is attenuated by the atmosphere. One may ask where 

the term is that represents the up-welled radiance generated from the atmosphere below the 

plume and is attenuated by the plume as it travels toward the sensor. This term may be neglected if 

it is assumed that the plume is sufficiently low to the ground that the space between it and the 

surface is negligible, resulting in minimal up-welled radiance. All gas plumes in this work are 

considered to be gas leaks and will therefore be essentially at ground level, supporting the 

assumption. This equation represented the SRR model for the early portion of this work, where 

surface materials only had up to a maximum of 15% reflectivity and resulted in minimal 

contributions from down-welled radiance. 

Due to the fact that not all surface materials encountered in the real world will be near perfect black 

bodies, removing the assumption of neglecting the down-welled radiance is in order and results in 

the following modification to equation 2.5 

                         ὒ ‐ȟὄȟ ρ ‐ȟ ὒȟ ρ ‖ὰὧ ‖ὰὧὄȟ †ȟ ὒȟ             (2.6) 

where the new radiance term, Ld, is the down-welled radiance, modulated by the surface 

reflectance and the gas plume, then transported to the sensor via the atmospheric transmission. 

This equation represents the radiative transport model used in this work for a single gas, 

atmosphere, and surface material and as handled by the DIRSIG SRR model covered in section 3.1.7. 

2.4.2 Characterizing Model Behavior  

A close analysis of equation 2.6 shows that in spectral regions where the absorptivity is near zero, 

the gas term becomes negligible and the background term dominates. Conversely, when the plume 

is maximally absorbing, the transmission of the background radiance drops to zero. Aside from the 

concentration-path ƭŜƴƎǘƘ ǇǊƻŘǳŎǘ ǘŜǊƳΣ ǿƘƛŎƘ ŘƛŎǘŀǘŜǎ ǘƘŜ άǎǘǊŜƴƎǘƘέ ƻŦ ǘƘŜ ƎƛǾŜƴ absorption, the 

ǘŜƳǇŜǊŀǘǳǊŜ ŘƛŦŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ ǘƘŜ ōŀŎƪƎǊƻǳƴŘ ŀƴŘ ǇƭǳƳŜ ƛǎ ŀ ƳŀƧƻǊ ŘǊƛǾŜǊ ƛƴ ǘƘŜ άǾƛǎƛōƛƭƛǘȅέ ƻŦ 

the plume spectrum over the background. If the plume contains sufficient thermal energy, it will 

appear in emission and essentially ride on top of whatever the background radiance may be 

beneath it. If the plume lacks thermal energy, it will appear as an absorption feature due to the 

selective absorption of energy from the background radiance as it passes through the plume. This 

behavior is essentially identical to transmission of the background through another layer of 

atmosphere ς albeit of differing composition. One can now see that in order to detect the presence 

of the plume in the observed spectrum, there needs to be sufficient thermal contrast between the 

plume and background.  

Figure 2.10 demonstrates the concept of thermal contrast and was generated using both 290K and 

310K CH3Cl at 11,500 ppm-m with no atmosphere, over a flat 0.9 emissivity black body background 

at 300K giving a +/- 10K thermal contrast. Note that while the magnitude of the thermal contrast is 
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the same, the magnitude of the radiance values for a given absorption feature in emission compared 

to absorption are not. This is a result of the emissivity value being less than one. As can be seen 

from equation 2.6, at an emissivity of one and with a thermal contrast of zero, no spectral features 

should be visible, as expected. However, if the emissivity is reduced, even when the thermal 

contrast is still zero, the gas will appear in emission. In fact, depending on how low the emissivity 

becomes, the thermal contrast can be negative indicating absorption, while the spectrum will still be 

in emission. Said another way, there must be a difference in brightness temperature between the 

gas and surface for the plume to be visible in the recorded spectrum. 

 

FIGURE 2.10 THERMAL CONTRAST COMPARISON FOR CH3Cl IN ABSORPTION (LEFT) AND EMISSION (RIGHT) 

From a detection standpoint, it can be seen that for a given thermal contrast, emission is going to be 

the easier target. This is due not only to the greater magnitude of the radiance at a given thermal 

contrast, but also the fact that as the plume begins to thermalize (approach an isothermal 

atmospheric temperature via molecular collisions) it will be visible longer in emission as the gas 

temperature approaches the surface temperature and then passes through it. In addition, most of 

the features in an observed spectrum will be due to atmospheric absorption and anything that is in 

emission stands out quite readily ς unless of course the spectral feature in emission directly overlaps 

an atmospheric absorption feature, in which case the feature will be muted. To further illustrate this 

point, an example has been prepared for 295K ammonia gas over a 300K asphalt background shown 

inFigure 2.12fFigure 2.11. Ammonia was chosen because it has spectral features that extend across 

the entire LWIR band, while asphalt has a strong restrahlen feature that gives a highly variable 

emissivity over the band. The thermal contrast would suggest that the observed spectrum should be 

in absorption, but this is only found to be true where the emissivity of asphalt is above 0.95; 

anywhere below 0.95 and the ammonia spectrum appears in emission. 
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FIGURE 2.11 AMMONIA/ASPHALT IN BOTH EMISSION AND ABSORPTION (TOP) AND ASPHALT EMISSIVITY (BOTTOM) 

Clearly, any attempt at species identification, or even detection, via a quantitative spectral scoring 

metric will require accuracy in both the absorption and emission regimes. 

2.4.3 PNNL Gas Absorptivity Library  

Absorptivity values for all gases used in this work were derived from the Pacific Northwest National 

Labs (PNNL) Quantitative IR database for Infrared Remote Sensing and Hyperspectral Imaging. The 

PNNL spectral gas database is a compilation of over 500 gas-phase spectra collected in pressurized 

vessels to simulate the anticipated atmospheric broadening one would observe under typical 

remote sensing conditions (Sharpe, Sams, & Johnson, 2002). The data are collected with high 

resolution (0.10 cm-1, 1 nm at 10 µm) FTS systems at three different temperatures: 278, 298, and 

323K. The approach of this work is to use the 298K data and change the black body temperature of 

the gas model within a bracketed range of this value. While further extrapolation of the absorptivity 

values between those provided by PNNL at the three baseline temperatures may result in slightly 

more accurate values, making an assumption as to the behavior of the absorptivity over these 

temperature ranges (i.e., linear) may introduce more error than benefit. 

The absorptivity values are readily obtained from the PNNL spectra due to the nature of their 

format. Spectra, as shown in Figure 2.12, are reported under collection conditions of 1 ppm-m. This 

ŀƭƭƻǿǎ ƻƴŜ ǘƻ ǎƛƳǇƭȅ ŀǇǇƭȅ .ŜŜǊΩǎ ƭŀǿ ƛƴ ŘŜǊƛǾƛƴƎ ǘƘŜ ŀōǎƻǊǇǘƛǾƛǘȅ ŦǊƻƳ ǘƘŜ ǎǇŜŎǘǊǳƳ ōȅ ŘƛǾƛŘƛƴƎ ǘƘŜ 

absorbance by the concentration and path length terms. This essentially means that the spectra are 
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reported in values of absorptivity, making applications to modeling efforts seamless. Figure 2.12 is 

an example of the PNNL output for an absorption feature of CH3Cl gas at 298K in the LWIR. 

 

FIGURE 2.12 PNNL DATABASE ABSORPTIVITY SPECTRUM FOR CH3Cl GAS IN THE LWIR 

 

2.5 Fourier Transform Infrared Spectrometers  
While dispersive element spectrometers are common-place and are conceptually straightforward to 

understand, FTS is a comparably newer technology and much less readily understood.  The advent 

of the technology behind FTS dates back to A. A. Michelson and his Michelson Interferometer 

(Shepherd, 2002). Michelson designed a set of mirrors that split the path of light such that two paths 

are traveled by essentially equal magnitudes of half of the original source beam. One mirror at the 

end of one of the paths can be moved so that an optical path difference (OPD) is setup between the 

two paths. The beams are then recombined and output to a detector. Upon recombination, 

depending on the phase of the wavefront, the two beams will either constructively or destructively 

interfere. A constant sweep of the mirror will produce output of varying intensity as wavefronts 

move in and out of phase. Figure 2.13 below, from Beer, illustrates a conceptual Michelson 

interferometer as a spectrometer. It is important to note that in general, an additional optic known 

as a compensator is placed along the fixed optical path to account for the additional phase shift 

introduced by the beamsplitter as the light takes separate paths. The compensator adjusts this 
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phase shift so that the only phase difference between the two beams upon recombination is due to 

the difference in optical path traveled. 

 

FIGURE 2.13 MICHELSON INTERFEROMETER AS A SPECTROMETER (BEER, 1992) 

2.5.1 FTS Advantages 

FTS are known to have several advantages over dispersive element spectrometers (DES) (Carter, 

Bennett, Fields, & Hernandez, 1993). One such advantage is called the Jacquinot advantage. The 

Jacquinot advantage describes the system etendue, which is a measure of the product of the 

maximum beam area and solid angle of the beam passing through the system. In spectrometers, the 

limiting optical element is typically the most expensive element to manufacture in a large size. For 

dispersive systems, this would be the grating and for FTS, the beam splitter. For comparably sized 

instruments, an FTS can be shown to have a system entendue over 150x greater than that of a 

dispersive system (Beer, 1992). While it is true that a much larger grating can be made to 

compensate for the system entendue as compared to a similar sized beam splitter, the FTS can 

maintain a substantially smaller and more compact instrument footprint while maintaining a similar 

entendue. 

The Fellgett advantage describes the frequency-division multiplexing advantage of an FTS as 

compared to a DES. Initially, this advantage was made in comparison of the detection schemes of 

FTS and DES in which scanning a dispersive element across a single photodiode to collect an entire 

spectrum was compared to the simultaneous observation of all transmittable frequencies in a given 

spectrum in an FTS. With the advent of arrayed detectors, a DES can ƴƻǿ ŎƻƭƭŜŎǘ ƳǳƭǘƛǇƭŜ ΨōŀƴŘǎΩ 

across a given spectrum simultaneously. The problem here is that the size of the resulting spectral 

coverage is dependent on the amount of dispersion associated with the element, which ultimately 

becomes limited by the sensitivity of the detector for a given source intensity.  

If an arrayed detector was introduced into an FTS, the focal plane could be arranged such that each 

detector element viewed a different spatial extent of the scene resulting in a spatially sampled 

interferogram, rather than a spatially integrated one. Conversely, the output of the DES must have 
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one dimension dedicated to the dispersed spectral information, while the other dimension would be 

a one-dimensional spatial extent. This is because a DES images the entrance aperture slit through 

the entire optical system, which only allows for finite spatial sampling. Thus, to build-up a spectrally 

resolved spatial scene would require a scan of the entire spatial scene, either optically or through 

the motion of the platform in a push broom fashion, to build-up individual spatially correlated 

spectra.  

In other words, while a hypercube at a given resolution and number of bands must be built up via 

many scans of a DES, an FTS can build a hypercube of the same spatial scene in one scan. This is 

accomplished because the focal plane is defined spatially as having X and Y extent at a given time-

position product of the OPD. A new spatially resolved interferogram is sampled from the focal plane 

at predetermined points in OPD building a time series of spatially sampled interferograms through a 

single travel of the moving mirror. When subjected to a Fourier transform, a single X-Y plane results 

in individual spectra associated with each spatial pixel position ς a hypercube. 

2.5.2 FTS Instrument Resolution Determining Fa ctors   

FTS systems are well known for providing a higher resolution output as compared to comparably-

sized DES systems. There are several factors to consider in understanding how resolution is 

determined from an FTS. The first is instrument line shape. In typical DES systems, the entrance 

aperture is a narrow rectangular slit, while the exit is also a slit. Convolving these two rectangular 

functions ideally results in a triangular line shape that modulates the spectral output. Further, the 

ruling of the grating contributes to the spectral resolution as well.  

Ostensibly, in an FTS, if one were able to build an infinitely long interferogram, a transform of this 

would result in a perfect reconstruction of the input. Unfortunately, the interferogram length is 

controlled by the total displacement of the mirror, and consequently, the maximum OPD. As a 

consequence of having a finite length with an abrupt start and end point, the interferogram appears 

to be modulated by a rectangular function. This function has the effect of a perfect notch filter; 

passing everything between two bounds, while extinguishing signal outside of the pass range. When 

a Fourier Transform is taken of a signal modulated by a rectangular function, because this is 

modeled as a linear system, the result is a transform of the interferogram convolved with the 

transform of the rectangular function. The end spectrum essentially consists of a series of line 

positions broadened by the sinc function. An example of a sinc function is shown in Figure 2.14. 
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FIGURE 2.14 NOTIONAL SINC FUNCTION 

A sinc function serves to broaden the shape of the spectral features contributing to reduced 

resolution, but a more troubling aspect is the effect of the side lobes. The negative and oscillating 

amplitude can induce spectral line shapes that are completely baseless in physical origin. While the 

magnitude of the effect is minimal, attempts at reducing the influence of the side lobes can be 

ŀŎŎƻƳǇƭƛǎƘŜŘ Ǿƛŀ ŀǇƻŘƛȊŀǘƛƻƴΦ !ǇƻŘƛȊŀǘƛƻƴΣ ƳŜŀƴƛƴƎ άǿƛǘƘƻǳǘ ŦŜŜǘέΣ ƛǎ ǘƘŜ ǇǊƻŎŜǎǎ ƻŦ ǎƳƻƻǘƘƭȅ 

curtailing the ends of the sampled function such that it smoothly decays to zero, rather than 

abruptly ending. This results in a convolution in the transformed domain with a function that has 

only positive, minimal side lobes ς essentially the square of the sinc function. While this step serves 

to remove the negative side lobes resulting in minimal spectral artifacts, the resulting function 

pushes that energy back to the main lobe and creates a further broadened spectral line shape. For 

most applications this is a reasonable trade-off to maintain greater spectral fidelity. Additional, 

more complex methods of apodization, such as the Hann and Hamming windows can be used, but 

are generally unnecessary for purposes of the remote sensing of gaseous targets. This is due to the 

nature of interferogram content in which most of the large amplitude components are found near 

the zero OPD point, reducing the affect of the amplitude behavior of the apodization function across 

most of the interferogram. As long as the interferogram is smoothly decayed to zero at the 

maximum OPD, the prior effects seem to be minimal ς particularly since they represent the highest 

frequencies in the spectrum. Figure 2.15 compares the transform of the triangular apodized function 

with the original sinc function. Note the broadened central lobe, which is twice as large at the base 

as the original sinc function and the dramatic reduction in the side lobes.  
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FIGURE 2.15 COMPARISON OF FFT OF TRIANGULAR APODIZING FUNCTION WITH ORIGINAL SINC FUNCTION 

If we consider the instrument line shape without apodization, the major contributor to the breadth 

of the main lobe and resulting side lobes is inversely proportional to the maximum OPD. Thus, the 

greater the mirror travel, the finer the spectral line shape and consequently, the finer the spectral 

resolution. This relationship is shown in the equation below 

        Æʑ ÓÉÎÃςʉ,                               (2.7) 

where ’ is the frequency in reciprocal centimeters and L is the maximum OPD in centimeters. Figure 

2.16 compares the same sinc function used in the figure above with one that has a maximum path 

difference 5x longer. 
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FIGURE 2.16 COMPARISON OF 5X LONGER PATH DIFFERENCE TO FTS SPECTRAL LINE SHAPE 

As can be seen from the figure, a dramatic narrowing of the main lobe occurs, drastically improving 

spectral resolution in terms of instrument line shape. In general, one can determine the full-width at 

half-maximum (FWHM) spectral line shape for purposes of comparing spectral resolution using the 

approximation that the FWHM of a unit sinc function is given by 0.60336 (unit sinc width evaluated 

at the one-half maximum amplitude point) divided by the maximum OPD (Beer, 1992). This shortcut 

takes the nominal FWHM of a unit sinc and then scales it by the maximum OPD. For the commonly 

used triangular apodization function, the FWHM of the instrument line shape is approximately one, 

leaving the estimate of the resolution to just be the reciprocal of the maximum OPD. Unless stated 

otherwise, a triangularly apodized derived resolution will be used when quoting the instrument 

resolution and consequent maximum OPD values for simulated spectra in this work. 

Since the wavenumber scale and instrument line shape of an FTS can be precisely determined and 

are independent of the given wavenumber, the spectra produced on an FTS are essentially 

standardized among FTS systems (Carter, Bennett, Fields, & Hernandez, 1993). This is known as the 

Connes advantage of the FTS and it allows for easy comparison of FTS spectra to standard reference 

spectra, whereas DES spectra do not maintain a constant instrument line shape across the 

wavelength scale and require extensive calibration before any comparison between sources can be 

made. 
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2.5.3 FTS Interferogram Formation  

From the standpoint of resolution and throughput, one can see why the FTS is aptly suited to the 

task of remote sensing of gaseous targets. The FTS is best positioned to detect the comparatively 

weak emission from the likely small concentrations of gas generated from fugitive emissions, and 

further, to resolve the fine spectral details of that gas. hŦ ŎƻǳǊǎŜΣ ǿƘŀǘ ƘŀǎƴΩǘ ōŜŜƴ ƳŜƴǘƛƻƴŜŘ ƛǎ ǘƘŜ 

operational requirement of an FTS that the source must maintain the same spectral radiance and 

physical position during interferogram collection. With a DES, should the source position move, or 

spectral radiance change, the result is a spatially smeared and spectrally, or radiometrically, 

averaged result over the integration time of the detector. While these results are undesired to be 

sure, they can still be useful. Conversely, should these changes occur to the source while developing 

an interferogram, severe spectral artifacts are induced in the hypercube. This is because an 

interferogram is a sample of the interference pattern of the light at the product of a given point in 

time with the length of the mirror travel. The spatial and spectral relationships of the source must 

be maintained over the entirety of the time series for the transform of the resulting samples to have 

physical meaning. Clearly, this causes a problem when using an FTS to collect temporally and 

spatially transient events (as in the propagation of a gas plume) from a moving platform. This effect 

was characterized in work accomplished by Mitchell and coworkers (Mitchell, Hemmer, Lewis, & 

Salvaggio, 2001). The group demonstrated how temporally varying radiance negatively impacts the 

collected interferogram.  

The obvious solution is to complete a scan of the desired maximum OPD before platform or target 

motion induces changes in the source. This solution involves optimizing many operational 

parameters, which together comprise the bulk of the effort of this work. What follows is a brief 

description of an interferogram and the transform process so that a better understanding of the ill-

effects of motion can be established. 

In most FTS systems, a laser is used to trigger sampling events at predetermined lengths of OPD. 

This is easily accomplished in that an essentially monochromatic laser (generally He-Ne at 

15798.0024 cm-1) produces a regular sinusoidal variation with the phase difference introduced by 

the moving mirror (Beer, 1992). This difference in optical path will cause repeating intervals of 

constructive and destructive interference as the wave fronts of the two beams move in and out of 

phase. These intervals can be used to trigger the sampling of the interferogram. Very precise 

measurements of optical path can be made using this technique so that an OPD can be assigned to 

each sample point. It turns out that one need not sample at every triggering event. The theory 

follows Nyquist in that if the maximum frequency signal is already oversampled by a factor of two, 

then adŘƛǘƛƻƴŀƭ ǎŀƳǇƭƛƴƎ ǿƻƴΩǘ improve the result. This concept clears a common misconception 

that suggests additional sample points past the Nyquist limit at a given OPD in an FTS will improve 

resolution. As was shown in Figure 2.16, it is a larger maximum OPD, and therefore larger 

interferogram, that results in better resolution ς not additional samples over the same OPD.  

Meeting the minimum sampling requirement in the LWIR is not difficult and results in a factor of 

άŘŀǘŀ ŎƻƳǇǊŜǎǎƛƻƴέ ƴƻǘ ƻǘƘŜǊǿƛǎŜ ŀǘǘŀƛƴŀōƭŜ ƛŦ ǘƘŜ ǎǇŜŎǘǊŀƭ ǊŀƴƎŜ ƛƴŎƭǳŘŜŘ ǎƘƻǊǘŜǊ ǿŀǾŜƭŜƴƎǘƘ 

regions. The compression results in that some integer multiple of laser oscillation zero crossings 
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would trigger the sampling event, rather than creating a sample at every zero crossing. In this case, 

to sample without aliasing in the LWIR, a spacing of six laser wavelength intervals will allow a 

Nyquist sampling rate of the LWIR up to 1316.5 cm-1. Of course, to prevent internal aliasing, an 

optical bandpass filter needs to be installed to roughly cover the range of interest.  

2.5.4 Anatomy of an Interferogram  

As previously discussed, interferograms consist of a series of radiance measurements at specified 

OPD intervals that correspond to the interference pattern of two beams of light that differ in phase. 

From a Fourier Analysis stand point, it is easiest to envision successive segments in the 

interferogram as corresponding to the level of sinusoids present of a given frequency if one were to 

completely reconstruct a spectrum by approximating it with overlapping sinusoidal functions. 

Spectral features found in the spectrum that vary slowly would correspond to combinations of low 

frequency sinusoids and this contribution would be found early in the interferogram formation. In 

visualizing the interferogram this way, one can see why the longer the maximum OPD, the finer the 

instrument resolution. This is because higher and higher frequency sinusoids are included in the 

spectral reconstruction, which result in greater fidelity to the original signal. Conversely, getting the 

first several OPD points correct is critical in achieving a radiometrically accurate measurement as 

these points essentially carry the signal biasΦ ¢ƘŜ ǾŜǊȅ ŦƛǊǎǘ Ǉƻƛƴǘ ƛǎ ƪƴƻǿƴ ŀǎ ǘƘŜ άŎŜƴǘŜǊ ōǳǊǎǘέΣ ƻǊ 

άǿƘƛǘŜ ƭƛƎƘǘ ŦǊƛƴƎŜέ ό²[CύΣ ƻǊ ȊŜǊƻ ǇŀǘƘ ŘƛǎǘŀƴŎŜ ό½t5ύ ǿƘŜǊŜ ǘƘŜǊŜ ƛǎ ƴƻ ŘƛŦŦŜǊŜƴŎŜ ƛƴ ƻǇǘƛŎŀƭ ǇŀǘƘ 

and all transmitted frequencies of light pass without destructive interference. The series of 

triangularly apodized, single-sided interferograms shown in Figure 2.17 illustrate the enhancement 

to spectral detail through finer resolution as the entire interferogram is formed. The series simply 

uses the PNNL absorptivity data for ammonia and ranges from 0.01 to 1 cm maximum OPD. The 

panels can be directly compared to the corresponding transformed spectra found in Figure 2.18. 
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FIGURE 2.17 INTERFEROGRAMETRIC SERIES OF NH3 BY MAXIMUM OPD 

 

FIGURE 2.18 SPECTRAL SERIES OF NH3 BY MAXIMUM OPD 

The series progression clearly shows how the first several OPD samples establish the foundation to 

the spectrum, while each successive increase in maximum OPD allows for the inclusion of finer 

spectral detail until all features are fully resolved. The concept of different elements of spectral 

features appearing in different and distinct regions of the interferogram is critical in understanding 

how FTS instruments are affected by error and how to recover evidence of a spectral feature in the 




































































































































































































































































































































